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Preface

This Supplement contains the abstracts of the seventh edition of the International Conference on
Speech Motor Control, which is held in Groningen, The Netherlands, July 5 - 8, 2017. With this
seventh conference, a well-established Nijmegen (5 editions) - Groningen (6" edition) tradition
is continued. This conference, like the ones before, highlights new trends and state-of-the-art
approaches in theoretical and applied research in the area of normal and disordered speech
motor control. The past decades have yielded a tremendous, multidisciplinary development in
this dynamic research field, which is reflected in the Nijmegen - Groningen series of conferences.

In the first edition in 1985, focus was on motor control issues in stuttering. The second confer-
ence (1990) highlighted the development of more general motor control models and the inclusion
of higher order psychomotor and psycholinguistic functions, broadening the scope to other mo-
tor speech disorders than stuttering. At the third conference (1996), more emphasis was put on
the emerging field of brain imaging. In addition, development of speech motor control became
a prominent topic. At the fourth edition in 2001, we witnessed the introduction of important
theoretical neurophysiological and neurobehavioral concepts, and a growing interest in the in-
terface between higher order cognitive/psycholinguistic processes and speech production.

The fifth and the sixth conferences in 2006 and 2011 focused on the development of interdis-
ciplinary collaboration in the field of speech motor research on populations with and without
speech disorders. Integration was the key-concept: integration of principles and models of
perception-action relations in general and speech as an audio-visual-speech-motor performance
in particular; biomechanical, and neurobiological aspects of motor control in general, and the
biomechanics and neurological control mechanisms of speech in particular; the genetics of motor
learning (automation) and of language disorders in general, and of speech motor learning and
phonology in particular. Each of the three previous conferences has resulted in a book, con-
taining chapters written by key presenters at those meetings. For the last book (van Lieshout,
Maassen, & Terband, 2016), authors were invited to give their view on future research: where
will the field be ten years from now? This book is published both as hardcopy and as e-book,
and is available at the conference.

It has been the aim of the International Conference on Speech Motor Control to not only give an
overview of the current state-of-the-art, but most importantly, to highlight (and where neces-
sary, speculate) how in the next decade research in these areas will influence our notions about
speech motor processes and how this will have implications for future studies and/or clinical
procedures. A special topic of the 7th conference is inspired by the booming field of genetics, in
particular with respect to the evolution of speech and language. Insight in the genetics of homo
sapiens as compared to other primates, opens a window to study how speech and language
came into being in our species, and what special characteristics distinguishes homo sapiens
from other primates such that speech could emerge. The conference is opened by two keynote
speakers addressing the history of evolution research and recent insights and theories. For the
mainstream conference, we encourage participants to take speech research again a step further
and report on their research on the origin, development and maintenance of cognitive, linguistic
and motor processes that together determine humans most complex motor skill: speaking.
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Books of previous editions of the conference

Maassen, B., Kent, R., Peters, H.F.M. van Lieshout, P.H.H.M. & Hulstijn, W. (Eds.) (2004).
Speech motor control in normal and disordered speech. Oxford, UK: Oxford University
Press.

Maassen, B., & Van Lieshout, P. (Eds) (2010). Speech motor control: New developments in
basic and applied research. Oxford, UK: Oxford University Press.

Van Lieshout, P., Maassen, B., & Terband, H. (Eds.) (2016). Speech Motor Control in normal
and disordered speech: Future developments in theory and methodology. Rockville, MD:
ASHA.

Conference organization

In order to fulfil the main purpose of the conference a relatively large number of keynote speak-
ers have been invited to present tutorials on specific topics. All presentations are plenary to
stimulate a lively interaction. Due to time constraints, only a very limited number of submis-
sions could be scheduled as oral presentations. Thematic poster sessions therefore form a major
part of the conference program, offering a large variety of research in speech motor control in
typical and atypical speech from all over the world. Many conferences advocate the policy to
value oral presentations and posters equally, as do the orgazisers of this conference. In order
to underscore this policy, ample time is scheduled for the poster sessions and a special prize is
awarded for the most informative and well-designed poster.

The University of Groningen and the organizing departments are proud to attract such high-
level researchers and clinical workers in the field to travel to Groningen and report on the results

of their theoretical and empirical work at this platform of scientific exchange and discussion.

We look forward to a stimulating and productive conference,

Ben Maassen Groningen
Hayo Terband Utrecht
Pascal van Lieshout Toronto

June 2017
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THE GENETIC STANCE IN STUDYING THE EVOLUTION OF SPEECH.
SOME HISTORICAL REMARKS.

Willem Levelt
Maz Planck Institute for Psycholinguistics, Nijmegen, The Netherlands

How did speech and language evolve? In their important book Creating Language (2016)
Christiansen and Chater approach this issue from what I have called the “genetic stance”. It
is the comparative study of language genesis on three time scales: in speech (microgenesis), in
language acquisition (ontogenesis) and in evolution (phylogenesis). Unknowingly, the authors
recapitulate the perspective that was common ground for language scholars since the mid-18th
century till the end of the 19th century.

That genetic stance provided two windows on the evolution of speech. The first and dom-
inant one was to use the ontogenesis of speech as a model for speech evolution. I will discuss
the quite explicit theory by French encyclopedist Charles de Brosses, who took the emergence
of speech in both cases as a “mechanical” (i.e. physiological, biological) necessity. This view
was shared by Gottfried Herder. But others opposed this nativist view, considering speech and
language as an art, a human invention. Most outspoken was Lord Monboddo, who claimed that
“articulation is not natural to man”. Wolfgang von Kempelen, the greatest speech scientist of
the 18th century, argued that language is invented time and again and that children have an
important role to play. He had observed the stepwise creation of a new sign language in the
Institute for the Deaf in Paris. The children “speak in their sign language with admirable skill
about the most abstract entities.”

The ontogenetic perspective on the evolution of speech strongly resurged during the second
half of the 19th century. There was Fritz Schultze’s theory of least effort, which explains the
order in which consonants are acquired by the child, and potentially by ever more civilized
languages. A short-lived, but hefty theoretical movement, triggered by Haeckel’s “biogenetic
law” | reversed the ontogenetic perspective: the ontogenesis of speech and language recapitulates
the phylogenesis of language. George Romanes, however, carefully turned the argument around
again, stressing the role of the child’s “language instinct” in the ever new creation of languages.
Here, he adopted the inventive theory of Canadian anthropologist Horatio Hale, who sketched
a scenario in which the primitive babbles and speech of children could cause the emergence of
new languages. This was full circle back to De Brosses, who had however been forgotten by
then.

The second window on speech evolution was the microgenetic one. Speech evolved from
the expressive movements of our primordial ancestors. This perspective was introduced by
Heymann Steinthal during the 1850s, but then fully reformulated by Wilhelm Wundt in Die
Sprache (1900). Wundt tried to explain how intrinsically meaningless vocal sounds would
acquire meaning by association to the universally used meaningful gesturing in primordial
societies. I will discuss the (un)tenability of Wundt’s explanation by means of a unique video
from Rossel Island in the Pacific.
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THE EVOLUTION OF VOCAL CONTROL

John L. Locke
Lehman College, City University of New York, New York, United States of America

Although language is universally spoken, most evolutionary proposals say little about any
changes that may have facilitated the emergence of a trait famously lacking in the other pri-
mates - vocal control - a precondition to the emergence of words and grammar, thus of critical
importance. To achieve such a proposal, one must identify factors that may have played a role
in the evolution of a vocal delivery system, a process that, for me, has been facilitated and con-
strained by data from nonlinguistic species and prelinguistic human infants as well as speaking
practices in traditional societies. Since new traits can only appear in development, I will sug-
gest that evolutionary changes in human life history increased the importance of vocalization
and vocal interactions in two different stages of development.

In the first stage of life history, I propose that paired increases in infant helplessness and
maternal fertility produced new levels of competition for care, causing infants to vocalize in
ways that gave receptive caregivers needed information about fitness. This change effectively
placed the vocal behavior of infants under the perceptual control of adults. I also suggest
that a second adaptation, the adoption of cooperative breeding, increased the diversity and
functionality of social vocalization; and that parental tendencies to mimic the more complex
vocalizations of infants, and to vocalize in synchrony with them, facilitated the ability of their
offspring first to repeat, then to initiate articulated vocalizations, that is, to produce speech-
like forms intentionally. These interactions between infants and caregivers, I claim, collectively
emancipated the voice from affective control.

My second claim is that the remodeling of life history, in conjunction with intensified so-
ciality, continued to enhance vocal flexibility and complexity in later stages of development,
including adolescence and early adulthood, most evidently in the context of dominance displays
and mate selection. Recently it was reported that in gelada monkeys - as in songbirds - males
display significantly more complex vocalizations than females, and in playback experiments,
female geladas display a preference for these more complex vocalizations. In our own species,
there is evidence that young men tend to “ornament” their speech in a mating or competitive
context - whether vocally, lexically, or structurally - and thereby enjoy unusual advantages in
their pursuit of social dominance and reproductive opportunities.

References
Locke, J. L., & Bogin, B. (2006). Language and life history: a new perspective on the evolution
and development of linguistic communication. Behavioral and Brain Science, 29, 259-311.
Locke, J. L. (2017). Emancipation of the voice: vocal complexity as a fitness indicator.
Psychonomic Bulletin and Review, 24, 232-237. d0i:10.3758/s13423-016-1105-7
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THE BOUNDARY BETWEEN PERCEPTUAL AND MOTOR LEARNING

David Ostry
MecGill University, Montréal, Canada

There is accumulating evidence that perceptual and motor learning do not occur in isolation.
Rather motor learning affects perceptual judgements and changes sensory brain areas. Simi-
larly, perceptual learning changes movements and motor areas of the brain (Ostry and Gribble,
2016) . In this talk, T will summarize recent work in support of these ideas drawing on be-
havioral and neuroimaging data from studies involving both speech motor learning and human
arm movement (Vahdat et al., 2010). T will also present the results of recent work on speech
motor learning in which we use a robotic device to selectively alter somatosensory input during
speech. This technique is combined with a new resting-state neuroimaging analysis based on
partial correlation that identifies from among the set of areas that encode learning those whose
functional connectivity is both strengthened with learning and cannot be attributed to activity
in other parts of the speech network. When we remove the signal attributable to other brain
regions, we observe novel roles for sensory and motor systems in learning. Specifically, we find
that it is largely sensory areas that survive the partial correlation test in the context of speech
motor learning. That is, we find that adaptation to altered somatosensory feedback is largely
accounted for by changes in connectivity in nonmotor areas, between auditory and somatosen-
sory cortex, and between the inferior parietal cortex and pre-supplementary motor area. In
contrast, we find that changes in the perceptual classification of speech sounds that occurs in
conjunction with learning are primarily attributable to functional connectivity changes in corti-
cal motor areas, between primary motor cortex and the inferior frontal gyrus. There are several
notable aspects of these new results. First, it is seen that the technique results in activity in an
extensive set of areas that reflect brain functional reorganization due strictly to somatic inputs
(with the auditory signal held constant). This points to an elaborate cortical network in speech
learning that could be substantially somatosensory in origin. More generally, it is seen that the
traditional assumptions about brain areas involved in speech perception and production are
reversed. In particular, this new work supports the idea that plasticity in sensory rather than
motor brain areas is substantially responsible for speech motor learning.

References
Ostry D. J., Gribble P. L. (2016). Sensory plasticity in human motor learning. Trends Neu-
rosci, 39, 114-23.
Vahdat S., Darainy M., Milner T. E.; Ostry D. J. (2010). Functionally specific changes in
resting-state sensorimotor networks after motor learning. J Neurosci, 31, 16907-15.
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THE MOTOR SYSTEM’S ROLE IN COGNITION AND UNDERSTANDING

Friedemann Pulvermiiller
Freie Universtdt Berlin, Berlin, Germany

A classic perspective on the brain is this: Perceptual systems filter information from the input
and direct it to higher centers, which fabricate cognition; the cognitive modules, in turn, use
motor systems as slaves to move the body. The discovery of Mirror Neurons active during
perception sparked an interest in the cognitive functions of motor systems, although skeptics
questioned their causal role. Today, much evidence supports a shared contribution of sensory,
motor and multimodal areas of cortex to cognition. That motor systems play a key cognitive
role receives support from at least two arguments:

1. When we move, neuronal activity is not only present in the motor system, but, because we
always perceive aspects of our movements, in perceptual systems too, thus leading to correlated
nerve cell activity across sensory and motor areas. Because in particular primates are richly
endowed with long-range connections in the cortex, such correlated sensorimotor activity leads
to the formation of functional links and distributed neuronal circuits in which motor neurons are
embedded (Pulvermiiller et al., 2014). Current neuroscience data do indeed support a functional
role of motor areas in cognition, as, for example, in language understanding (Schomers et al.,
2016).

2. The meaning of symbols in many cases draws on specific motor and action-related infor-
mation. This can be exemplified by words such as “(to) grasp”, which relates to a complex set
of specific object-related movements, or “(to) free”, which relates to a broad class of context-
constrained actions. When understanding such words, and even when predicting them in sen-
tence context, human subjects activate their motor system, with local motor cortex activity
indexing aspects of the activated meanings (Grisoni et al., 2016). Further work demonstrated
the causal role of motor cortex in semantic processing.

Taken together, these results show that the motor system contributes to much more than
motor execution. However, this system does not seem to house a unique module for perception
and understanding either. More likely, distributed neuronal circuits in which motor neurons
play a key part are the carriers of cognition, specifically-human language mechanisms included
(Pulvermiiller et al., 2014).

References
Pulvermiiller, F., Garagnani, M. & Wennekers, T. (2014). Thinking in circuits: Towards
neurobiological explanation in cognitive neuroscience. Biol Cybern, 108, 573-593.
Schomers, M. & Pulvermiiller, F. (2016). Is the sensorimotor cortex relevant for speech per-
ception and understanding? An integrative review. Front Hum Neurosci, 10, 435.
Grisoni, L., Dreyer, F. R. & Pulvermiiller, F. (2016). Somatotopic semantic priming and
prediction in the motor system. Cereb Cortex, 20, 2353-2366.
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ADVANCES IN MODELING SPEECH PRODUCTION AS STATE
FEEDBACK CONTROL
John F. Houde!, Srikantan S. Nagarajan®, Benjamin Parrell?, Vikram Ramanarayanan®
University of California, San Francisco, United States of America
2University of Delaware, Newark, United States of America
I University of Southern California, San Francisco, United States of America

For several years now, our lab has been examining how well state feedback control (SFC) models
the control of speaking (Houde and Nagarajan, 2011). In brief, speaking involves changing the
dynamical state (the position and velocity) of the vocal tract articulators and in SFC, speech
is controlled by maintaining a running estimate of this dynamical state. Importantly, this state
estimate is maintained entirely within the CNS, with sensory feedback exerting only a corrective
influence on this internal estimate.

Our prior work has shown how SFC accounts for many of the behavioral phenomena as-
sociated with the role of sensory feedback in speech production as well as many of the neural
phenomena associated with sensory processing during speaking (Houde et al., 2014). We are
now examining how SFC accounts for the abnormal speech feedback processing seen in various
neurological conditions. We have found that many conditions are associated with abnormally
large compensatory responses to unexpected pitch (16p11 autism, Alzheimer’s disease, and cere-
bellar ataxia) and formant (cerebellar ataxia) feedback perturbations, as well as abnormally
small adaptive responses to sustained formant feedback alterations (16pll autism, cerebellar
ataxia). These results suggest a degree of independence between the mechanisms mediating
long-term sensorimotor adaptation and the mechanisms generating immediate compensatory
responses. In cerebellar ataxia in particular, simulations with our SFC model have led us to
hypothesize that cerebellar damage principally only affects the internal predictive models gov-
erning sensorimotor adaptation, and that the large compensatory responses we observe result
from a subsequently-learned over-reliance on sensory feedback.

Most recently, we have also begun to develop a hierarchical extension of SFC by combining
it with the Task Dynamics (TaDA) model of speech production (Ramanarayan et al., 2016).
In the combined model, gestural scores of the TaDA model drive the state feedback control
law governing utterance production, and current vocal tract state is expressed in terms of task
(constriction) state, which is estimated from both somatosensory and auditory feedback. The
resulting model combines the strengths of both TaDA and SFC: it accounts for the sensitivity
that speakers exhibit to changes in sensory feedback (including auditory feedback), and it is
able to generate a more complete range of speech output.

References

Houde, J.F. and Nagarajan, S.S. (2011). Speech production as state feedback control. Fron-
tiers in Human Neuroscience, 5, 82.

Houde, J.F., et al., (2014). Simulating a state feedback model of speaking. In 10th Interna-
tional Seminar on Speech Production. Cologne, Germany.

Ramanarayanan, V., et al. (2016). A New Model of Speech Motor Control based on Task
Dynamics and State Feedback. In Proceedings of Interspeech 2016. San Francisco, CA:
International Speech Communication Association.



8 THOUGHT - ACTION - PERCEPTION - SENSORIMOTOR I

TRANSFER OF SKILLED BEHAVIOR ACROSS DIFFERENT VOCAL
TRACT ACTIVITIES: THE INFLUENCE OF SPEECH PRODUCTION ON
BRASS INSTRUMENT PERFORMANCE

Matthias Heyne!, Bryan Gick?3, Donald Derrick?
TUniversity of Canterbury, Canterbury, New Zealand
2University of British Columbia, Vancouver, Canada

IHaskins Laboratories, New Haven, United States of America

While speech motor control has traditionally been regarded as domain-specific or organized
in a vertical manner, recent studies have postulated cross-system interactions that support
a modular organization (d’Avella et al., 2015) of speech motor control. Extending claims
that phylogenetically-encoded structures such as swallowing can influence speech learning, this
presentation provides evidence for the transfer of vocal tract behavior from one form of skilled
behavior (speech production) to another (brass playing).

We used ultrasound imaging of the tongue to record midsagittal tongue contours of 10
Tongan and 9 New Zealand English-speaking trombone players during speech production in
their native language and while producing sustained notes on the trombone. Results normalized
to account for differences in vocal tract shape and ultrasound transducer orientation suggest
that motor memory of vowel tongue positions interacts with other constraints related to airflow,
acoustical demands involving the interaction of vocal tract and instrument bore resonances,
and motor efficiency considerations, to produce significant differences at the back and front
of the tongue. These differences pattern independently, supporting accounts of the functional
independence of various sections of the tongue, and a modular organization of speech motor
control.

Gick and colleagues (Gick et al., 2016) have recently outlined how a modular theory of
speech production might help solve the well-known degrees of freedom problem that has long
posed a central challenge for theories of motor control. One important step for solving this
challenge might be to abandon the notion of motor control as global optimization, regarding
it instead as a search for locally-optimized solutions that address the demands of a given task
(Ganesh et al., 2010), with the potential of explaining some of the abundant individual variation
observed in speech production.

Our data provides evidence of such a process at work during the transfer of muscle synergies
from speech production to trombone playing. When first starting to play a brass instrument,
a beginning player’s vocal tract musculature faces the challenge of coming up with a way of
initiating, and channeling, the required airflow into the instrument. Developing a completely
new sensorimotor program through a process of trial and error would be costly so that assuming
a vowel tongue positon from one’s native language, with subsequent local optimization, might
provide the best strategy in such a situation (cf. Ganesh et al., 2010).

References

d’Avella, A., Giese, M., Ivanenko, Y. P., Schack, T., & Flash, T. (2015). Editorial: Modularity
in motor control: From muscle synergies to cognitive action representation. Frontiers
in Computational Neuroscience, 9, 126.

Gick, B. (2016). Ecologizing Dimensionality: Prospects for a Modular Theory of Speech
Production. Ecological Psychology, 28(3), 176-181

Ganesh, G., Haruno, M., Kawato, M., & Burdet, E. (2010). Motor memory and local mini-
mization of error and effort, not global optimization, determine motor behavior. Journal
of Neurophysiology, 104 (1), 382-390.
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CHANGES IN RESTING STATE FUNCTIONAL CONNECTIVITY DUE TO
SPEECH MOTOR LEARNING

Saloni Krishnan!, Jennifer Chesters!, John-Stuart Brittain', Ned Jenkinson?,
Daniel Lametti!, Kate E. Watkins!
University of Oxford, Ozford, United Kingdom
2 University of Birmingham, Birmingham, United Kingdom

Introduction Brain regions continuously interact even when the brain is “at rest”. These
resting-state networks are determined by examining the correlations between spontaneous fluc-
tuations in brain activity over time. The major resting-state networks are observed consistently
and they closely correspond to brain dynamics during overt task behaviour (Smith et al., 2009).
There is evidence to suggest that these networks are shaped by learning and consolidation. For
instance, Albert, Robertson, and Miall (2009) demonstrated that activity in cerebellar and
frontoparietal networks was modulated by learning of a new visuomotor relationship in a visuo-
motor adaptation task. In this study, we use a speech adaptation task to examine how learning
a new auditory-motor mapping modulates resting network activity. We hypothesised that sen-
sorimotor, auditory, and cerebellar networks are most likely to show changes in connectivity
following learning.

Methods For all 13 participants in the study, functional brain activity during rest was recorded
using MRI across two sessions. One session [Rest*] immediately followed a speech motor-
learning task in which participants compensated for altered auditory feedback (shift in the
frequency of the first formant) by changing how they produced speech. The other was com-
pleted on a different day when no speech adaptation task was performed [Rest®]. Session order
was counterbalanced across participants. For each MRI dataset, we identified a set of refer-
ence networks previously described by Smith et al. (2009) using the FMRIB Software Library
(FSL)’s dual regression tool. To identify networks that changed in strength of connectivity
following the speech adaptation task we estimated the intrinsic connectivity in each of these
subject-specific networks. In addition, a wholebrain voxel-wise comparison of each resting-state
network before and after speech motor adaptation was made using a t-test and the significance
of these statistics was evaluated using non-parametric permutation testing (1000 permutations)
and threshold-free cluster enhancement (p < 0.05, corrected).

Results & Discussion Following speech adaptation, activity in left Heschl’s gyrus (audi-
tory cortex) showed increased connectivity with a right frontoparietal network (Figure 1A,
osf.io/2gx8m) that is typically activated by action-inhibition and perception-somesthesis tasks.
The degree to which individual participants adapted was negatively correlated with activity in
another network of areas active in auditory tasks (Figures 1B & C, osf.io/2gx8m). Individuals
with stronger connectivity in this resting-state network adapted less to the speech perturbation.
These findings indicate that learning a new auditory-motor mapping relates to the functional
connectivity of auditory regions, and results in auditory cortex activity becoming more strongly
connected with functional components involved in action and perception.

References
Albert, N. B., Robertson, E. M., & Miall, R. C. (2009). The resting human brain and motor learning. Current
Biology, 19(12), 1023-1027.

Smith, S. M., Fox, P. T., Miller, K. L., Glahn, D. C., Fox, P. M., Mackay, C. E., ... Beckmann, C. F. (2009).
Correspondence of the brain’s functional architecture during activation and rest. Proceedings of the
National Academy of Sciences, 106(31), 13040-13045.
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A MASSLESS 3D BIOMECHANICAL MODEL OF THE TONGUE AND ITS
RELATION TO THE A MODEL

Alan Wrench'2, Peter Balch
! Articulate Instruments Ltd, Musselburgh, United Kingdom
2Queen Margaret University, Edinburgh, United Kingdom

We report on an ongoing project which aims to find a robust, stable 3D biomechanical modelling
methodology that allows arbitrary mesh configurations and muscle fibre alignments to be readily
reconfigured and tested and one which exhibits the flexibility and movement observed in a real
tongue. The widely favoured Finite Element Method (FEM) is known to exhibit stiffness
and volumetric locking (Latash, 2012). We have chosen to take a different approach and are
investigating a massless model based on a hexahedral mesh and a modified implementation
of Hooke’s law where the elasticity varies with spring (muscle) length. We have used our
knowledge of the anatomy of the tongue to create a 3D hexahedral mesh and assign muscle
fibres within it. These muscle fibres can be grouped and controlled as a group by specifying
the muscle length at which no force is generated.

Validation experiments, where the model is fitted to midsagittal ultrasound data and the
predicted parasagittal shapes compared with electropalatography data for the same utterance,
are encouraging.

In this paper we set aside the spatial aspects of mesh and muscle assignments and focus
on the dynamics of the model. The tongue consists of skeletal muscle, so we refer to historical
research on the physiology of motor neurons, muscle spindles and the stretch reflex to build
our model. Evidence summarized nicely by Latash (2012) suggests that the muscle spindle
feedback loop, which is independent of the Central Nervous System (CNS), serves to find a
balance between the competing contraction signals sent by the CNS to different functional
neuromuscular compartments (NMCs). What is more, it takes a finite amount of time to reach
this state of balance or equilibrium. We have implemented a Newton-Raphson type iterative
approach to mimic the force balancing process. We note strong similarities between the way our
model works and both the a-model and A-model variants of equilibrium point control (Latash,
2012, Ch. 4). Our model further suggests that fluid control of movement can be achieved by
a sparse series of CNS signals where the velocity profiles observed in real movements are not
necessarily due to continuous updating of equilibrium points by sensory feedback to the CNS
but might be due to a combination of the timing of CNS signals and the process of settling to
equilibrium.

We ask whether an expanded and refined version of our model might provide new insight
into the patterning of neuromuscular control signals in continuous speech.

References
Latash, M. (2012). Fundamentals of motor control (1st Ed.). Elsevier.
Rohan, P-Y., Lobos, C., Nazari, M. A., Perrier, P. & Payan Y. (2014). Finite element mod-
elling of nearly incompressible materials and volumetric locking: a case study. Computer
methods in biomechanics and biomedical engineering. 17(supl), 192-193.
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MULTIVARIATE ANALYSIS FOR LARGE ARTICULOGRAPHY DATASETS
OF SPEECH AND INDUCED SPEECH ERRORS

Gabriel J. Cler, Jackson C. Lee, Talia Mittelman, Cara E. Stepp, Jason W. Bohland
Boston University, Boston, United States of America

Speech errors are often evaluated via auditory-perceptual analysis. However, errors judged to
be categorical (e.g., perceived as exchanges of two phonemes) may actually represent blends
of sounds or articulatory errors (Pouplier & Hardcastle, 2005). Analyses of the kinematics
of error-free and errorful speech may help characterize the nature and genesis of individual
errors and further elucidate speech motor control. Here, delayed auditory feedback (DAF)
was used to induce disfluencies and speech errors (Fairbanks, 1955). Eight healthy speakers
each generated a large dataset containing both error-free and errorful productions (mean 2939
productions of a closed set of six syllables) with and without DAF. Kinematics were captured
with electromagnetic articulography using five sensors on the lips and tongue.

Time-locked acoustic recordings were transcribed, and the kinematics of utterances were
analyzed with existing and novel quantitative methods. EMA data corresponding to individual
speech tokens were converted to a high-dimensional feature vector, with each element repre-
senting the location of one sensor in one dimension at one time point.

For syllables perceived as error-free, a non-metric multidimensional scaling visualization
approach was applied. In these vizualizations, the distance between each pair of data points
(each representing one syllable) is related to the distance between data points in the high-
dimensional feature space, reflecting the overall similarity of two productions. The visualization
algorithm does not consider each token’s transcribed identity, but the color and marker for each
production were indicated post hoc to reflect their perceived class as well as to distinguish tokens
produced with and without DAF. Non-error syllables produced with DAF show more kinematic
variability than non-error syllables produced without DAF; this variability was compared to a
commonly used measure, the spatiotemporal index (STT).

A machine-learning approach was used to classify errorful syllables into error profiles, in
which each error production was classified against non-error data from all six syllable types.
43% of categorical errors (those perceived as a correctly-formed syllable that was different
than the stimulus syllable) were classified as kinematic matches to only the perceived sylla-
ble. Interestingly, 20% of the categorical error syllables were classified as matches to both
the perceived and stimulus syllable, suggesting that these may have been co-productions or
articulatory blends of two syllables.

Relative strengths of the multivariate methods presented in comparison to typical methods
(e.g., STI) are considered. The proposed measures, associated visualizations, and analysis ap-
proaches may be of general utility for visualization and characterization of other large kinematic
datasets.
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AUDITORY MODULATION DURING SPEECH PLANNING IN TYPICAL
SPEAKERS AND INDIVIDUALS WHO STUTTER

Ludo Max!?, Ayoub Daliri?
T University of Washington, Seattle, United States of America
?Haskins Laboratories, New Haven, United States of America
I Arizona State University, Tempe, United States of America

This presentation summarizes a series of electroencephalographic (EEG) studies investigating
modulation of the auditory system during the planning phase immediately prior to speech
onset (Daliri & Max, 2015, 2016). All studies included typical speakers; some studies also in-
cluded stuttering speakers. Study I was a methodological study in which we developed the basic
paradigm. In this paradigm, participants read aloud words presented during a delayed-response
speaking task. Long-latency auditory evoked potentials (LLAEPs) are recorded in response to
probe tones that are presented during speech movement planning in the speaking condition
and during linguistic and non-linguistic control conditions without speaking. Typical adults
show a statistically significant modulation of the N1 component in the LLAEP when preparing
to speak as compared with reading the same words silently or seeing non-linguistic symbols.
Study II included both typical and stuttering adults, and used high-density EEG recordings
that allowed topographic analyses. Results replicated the prior finding of pre-speech N1 mod-
ulation for typical speakers but showed a lack of such modulation for the group of stuttering
speakers. Study III investigated in typical speakers the effect of using pure tones versus trun-
cated syllables as probe stimuli during the same delayed-response oral reading task. Results
indicated that the auditory N1 component is modulated equally for tone and syllable stimuli,
but a subsequent modulation for the higher-order P2 component is observed only with syllable
stimuli. Study IV investigated the functional relevance of pre-speech auditory modulation, and
again included both typical and stuttering speakers. Specifically, this study explored (a) a po-
tential relationship between such auditory modulation and auditory feedback contributions to
speech sensorimotor learning and (b) the effect on pre-speech auditory modulation of real-time
versus delayed auditory feedback. Acoustic and electrophysiological data revealed that adults
who stutter show deficits in both pre-speech auditory modulation and auditory-motor learn-
ing. However, limited pre-speech modulation is not directly related to limited auditory-motor
adaptation. Of particular interest in light of clinical evidence indicating that many adults who
stutter become more fluent when speaking with altered auditory feedback, delayed feedback
paradoxically normalized the stuttering group’s otherwise limited pre-speech auditory modu-
lation. Lastly, in order to allow future studies with young children as participants, Study V
demonstrated that the same pre-speech auditory modulation phenomenon can also be observed
in a picture naming task. Overall, the results from this series of studies provide intriguing
new insights into processes underlying sensorimotor interactions during speech motor planning.

[NIH/NIDCD R01DC007603, R0O1DC014510]
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EVOLUTION OF SPEECH: ANATOMY AND CONTROL

Bart de Boer
Virije Universiteit Brussel, Brussels, Belgium

The modern human vocal tract is rather different from the vocal tracts of other primates (and
other mammals for that matter). It has a rounder tongue, a lower larynx and has no air sacs.
I have argued that these modifications are due to evolutionary pressure related to speech (e. g.
de Boer, 2012). However, research modeling the vocal capacities of a macaque has shown that
even a monkey vocal tract can in principle produce a sufficient range of different speech sounds
for language (Fitch et al. 2016). These two findings are not contradictory: even though the
ancestral vocal tract was capable of producing a reasonable range of speech sounds, it is still
possible that the modern human vocal tract has been fine-tuned under selective pressure related
to language and speech. However, it does indicate that the changes to the vocal tract are not
the primary factor indicating or explaining the evolution of language. The true adaptations
must have been cognitive: increased control, the ability to imitate and the ability to analyze
and reproduce speech using a combinatorial set of building blocks (e. g. de Boer, 2017).

This talk will present on overview of work on modeling the evolution of the vocal tract (with
a focus on my own work) as well as examples of ongoing work investigating whether we can
find evidence for selective pressure related to speech on language on cognitive adaptations, for
instance in our ability to learn the building blocks of speech, or in the ability to finely control
the vocal tract.
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NEW ADVANCES IN OUR UNDERSTANDING OF SPEECH EVOLUTION

Adriano R. Lameira
St. Andrews University, United Kingdom
Durham University, United Kingdom

The evolution of spoken language is one of the oldest questions in human thought, and science
still has a very pale idea of how proto-speech stages may have looked like in human ances-
tors. Primate bioacoustics and vocal behaviour in our closest relatives - nonhuman great apes
- represent a rich source of information on the probable composition of the ancestral great
ape call repertoire that predated and putatively acted as precursor to human speech. Here,
I illustrate and explain how the long-term inventory of the call repertoire of wild great apes,
with a focus on orang-utans, together with innovative experimental paradigms in captivity, is
offering new heuristic windows into the original building blocks of speech - proto-consonants
and proto-vowels. Notably, great apes exhibit a much more advanced level of voluntary motor
control than hitherto assumed - a trait that allows them to acquire new calls and expand their
call repertoire through vocal learning. Although on-going research is still narrowing down the
conditions wherein great apes are motivated to learn vocally and from whom, this capacity
manifests in the form of individual-specific calls in captivity and population-specific vocal tra-
ditions in the wild. These findings spawn a new generation of questions that will help closing
the gap between our last great ape common ancestor and humans, and bridge the vocal system
of the former with the verbal system of the latter.
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MONKEY VOCALIZATIONS: NEW DATA, NEW TOOLS, AND NEW
HYPOTHESES

Louis-Jean Boé
GIPSA-Lab, Grenoble, France
CNRS, Grenoble, France
Grenoble Alpes University, Grenoble, France

Since humans share common ancestors with both apes and monkeys, current vocalizations of
these primates provide us with an underexploited window for exploring the nature of (human)
speech. Recent new analyses of their anatomy and of the acoustics of their vocalizations allow
us to challenge old hypotheses on the emergence of speech. In that vein, we can examine vo-
calizations of present-day monkeys as relics of earlier vocal abilities and, metaphorically, fossil
traces of various aspects of the communication of our common ancestors. For instance, an
orang-utan has been shown to imitate the pitch of a human instructor’s voice, thus demon-
strating voluntary vocal fold control (Lameira et al., 2016). In macaques, X-rays during facial
displays, feeding, and vocalization show an array of vocal tract configurations achieved through
tongue shaping and lip gestures (Fitch et al., 2016). Some of these are equivalent to vowel
configurations, as has been shown by comparing swallowing and human feeding.

Dissection of male and female Guinea baboons showed that they have the same laryngeal
and articulatory musculature as humans. We analyzed 1335 vocalizations produced by 3 male
and 12 female Guinea baboons in different ethological situations (grunt, bark, yak, copulation
call, & wahoo) (Boé et al., 217). The acoustic analysis reveals a wide FO range (more than
four and a half octaves) and five distinct classes of vowel-like. A new technique for modeling
the potential capacities of their vocal tract, namely simulation of the Maximal Acoustic Space,
showed they are comparable to human vowels [t & a o u], and are organized in a homologous
proto-vocalic system.

This preponderance of evidence suggests the emergence of speech in humans was neither
sudden nor de novo. Speech evolved from ancient articulatory skills already present in our last
common ancestor with Cercopithecoidea, about 25 MYA.
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THE SPECIFICITIES OF CHIMPANZEE VOCALISATIONS AND THEIR
RELATIONSHIP TO THE VOCAL APPARATUS

Marion Laporte!, Philippe Martin?
T Université Paris 3, Paris, France
2 Université Paris Diderot, Paris, France

The production of vocalisation in nonhuman primates is often taken as an example in the quest
for the understanding of the evolution of human language. For example, models have been
made to look for the potential of macaques’ vocal tracts to produce speech-like sounds (Boé et
al., 2017; Fitch et al., 2016) but meanwhile, the natural production of vocalisations in primates
and especially apes, remains still poorly understood.

It is generally admitted that the source-filter theory of human phonation (Fant, 1960),
also applies to most mammals. Essentially, the theory states that vocal signals are produced
as a result of the independent contribution of the “source” (the laryngeal structure produc-
ing the glottal waveform or F0) and the “filter” (the supralaryngeal vocal tract, shaping the
glottal waveform into formants). This theory thus permits to link the acoustic variation with
the anatomy of the caller using the common formula Fn= (2n-1)c/4L, which takes each for-
mant separately. However, the first three formants can better be considered as interrelated
and the relationship takes the form of cotan-tan equality with the frequency imbedded in the
trigonometric functions (Fant, 1960). It is with this equation that we analysed some typical
vocalisations of one of our closest living relatives, the chimpanzee.

Data on wild chimpanzees were collected in 2007, 2008 and 2012 in the Sonso community
of Budongo Forest, Uganda. Nine adult males and ten adult females were followed using focal
animal sampling with continuous recording. The acoustical analysis was performed with the
WinPitch software, with specifically dedicated functions. The chimpanzees’ vocal repertoire
presents both very harmonic and noisy vocalisations and very few formants. We calculated
the 3 theoretical formants with the above equation from the measures of the vocal tract taken
on the radiography of an adult female chimpanzee. We found formants mostly around high
harmonics of the fundamental frequency. We discuss the possibility of the coupling between the
source and the filter or the presence of another source (resulting of a tension of the cartilaginous
glottis) in the light of the chimpanzee’s vocal apparatus, which, while being broadly similar to
that of humans, also presents key differences.
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A MODEL OF THE EMERGENCE OF COORDINATIVE CONTROL

Sam Tilsen
Cornell University, Ithaca, United States of America

A variety of evidence supports the idea that speech motor learning involves the development of
internal models of sensory feedback. In early stages of development, children rely primarily on
external sensory feedback, and this promotes a competitive organization of articulatory move-
ments. Subsequently children develop internal models of the predicted sensory consequences
of motor actions, allowing for coordinative control of movement. This developmental feedback
internalization process has broad consequences for phonetic and phonological patterns (Tilsen,
2016). However, a major challenge in implementing a computational model of feedback inter-
nalization arises due to conceptual differences between competitive and coordinative control
(Tilsen, 2013), and empirical data require that the model should be flexible enough to exhibit
both competitive and coordinative regimes of articulatory control.

To address these challenges, a new phenomenological model was developed, in which se-
lection of articulatory gestures is governed by quantized step potentials. These potentials are
hypothesized to emerge from pairwise inhibitory coupling between neural ensembles encoding
gestural planning systems, and in the aggregate the potentials form a quantized macroscopic
potential. In prototypical competitive control, gestures occupy energy levels in a mutually
exclusive fashion because of strong inhibitory coupling forces. In prototypical coordinative
control, multiple gestures can occupy the same energy level, due to weak inhibitory coupling.
The transition between these regimes is modeled as a decrease in inhibitory coupling that occurs
in parallel with increasing reliance on internal sensory feedback.

Simulations of competitive-to-coordinative control transitions for VC and VCC syllables
were conducted with reinforcement learning applied to parameters for inhibitory coupling
strength and reliance on internal feedback. Parameters characterizing initial activations of ges-
tural planning systems were yoked to inhibitory coupling strengths, phase coupling strengths
were yoked to reliance on internal sensory feedback, and a bias for reduced inhibitory coupling
was imposed in each learning iteration.

The model transitions from competitive to coordinative organization of a pair of gestures
when inhibitory coupling falls below a threshold, which corresponds to a lower barrier between
energy levels. The transition is prevented when sensory targets are relatively distal in time, as
in slow/careful speech. An advantage of using quantized potentials to regulate gestural selec-
tion is that sets of co-selected articulatory gestures do not need to be explicitly specified in the
model. Hence the model exhibits greater flexibility behavior: by returning to a regime with
stronger inhibitory coupling the model can regress to competitive control.
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DOES SPEECH PRODUCTION REQUIRE PRECISE MOTOR CONTROL?

Saeed Dabbaghchian, Olov Engwall
KTH Royal Institute of Technology, Stockholm, Sweden

It is hypothesized that the overall transformation from motor command to the acoustic output
has a quantal relationship (Perkell, 1996). This hypothesis predicts that there are regions of
stability where some variation in motor command does not affect the acoustic output signifi-
cantly; and that stable regions are connected through transient regions where the sensitivity of
the acoustic output is very high. The quantal relationship either appears in the relation between
motor command and vocal tract configuration or vocal tract configuration and acoustic output.
Perkell (1996) shows that the contact mechanism between the tongue and other structures that
are used by the speaker keeps the constriction degree relatively constant despite of the change
in the motor commands. This mechanism keeps the acoustic output unchanged despite of its
sensitivity to constriction degree in the vocal tract. In this study, we use a detailed 3D biome-
chanical model of the vocal tract (see Dabbaghchian et al. (2016) for more details) developed in
ArtiSynth (Lloyd et al., 2012) to investigate the quantal theory between the motor commands
(i.e. muscle activation) and the acoustic output. Using this computational model, activation of
tongue muscles are changed systematically to move the tongue from neutral vowel towards [i]
or [a] configuration and the acoustic response in F1-F2 plane (first and second formant) was
calculated. The results clearly indicate that the acoustic output has the highest sensitivity to
changes in muscle activation when the muscle activations are small (or correspondingly when
the vocal tract is in neutral configuration). As the activations increase, the sensitivity decreases
sharply. This means that, production of [a] and [i] vowels may not need precise motor com-
mands. For central vowels, there are two hypothesis. The first hypothesis is that the production
of central vowels (such as [0]) may require more precise motor commands. However, based on
the second hypothesis, central vowels can be produced without precise motor commands; and
the large variations in F1-F2 plane (in comparison with cardinal vowels) is addressed in vowel
perception. This needs further investigation to see if the perception area (e.g. in FI1-F2) of
central vowels is larger than cardinal vowels.
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DECOMPOSING VOCAL TRACT CONSTRICTIONS INTO ARTICULATOR
CONTRIBUTIONS USING REAL-TIME MAGNETIC RESONANCE
IMAGING

Tanner Sorensen, Asterios Toutios, Louis Goldstein, Shrikanth Narayanan
University of Southern California, Los Angeles, United States of America

Real-time magnetic resonance imaging provides information about the dynamic shaping of
the vocal tract during speech production. We present a method for decomposing the formation
and release of a constriction in the vocal tract into the contributions of individual articulators
such as the jaw, tongue, lips, and velum. The contours of speech articulators were identified
in the real-time magnetic resonance imaging videos and tracked automatically over the course
of their motion. We quantified the formation and release of constrictions by measuring the
distance between the opposing structures (i.e., upper and lower lips for [p], tongue and alve-
olar ridge for [t], tongue and hard palate for [i], tongue and soft palate for [k], tongue and
rear pharyngeal wall for [a]). Our method decomposed change in constriction degree into the
contributions of individual articulators. We estimated the forward kinematic map, a nonlinear
function which maps a vocal tract shape to the corresponding constriction degrees. The jaco-
bian of the forward kinematic map quantifies how a small change in vocal tract shape changes
the constriction degrees. By parameterizing vocal tract shape as the linear combination of jaw,
lip, and tongue components, the jacobian mapped jaw motion, lip motion, and tongue motion
to the corresponding changes in constriction degree at the phonetic places of articulation. The
change in a constriction degree due to the jaw, lips, or tongue is the contribution of that ar-
ticulator to the total change in constriction degree. The proposed method allows vocal tract
constrictions to be decomposed into the contributions of individual articulators using real-time
magnetic resonance imaging.
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LEARNING TO TALK: RELATIONSHIPS BETWEEN SPEECH MOTOR
CONTROL AND PHONOLOGICAL DEVELOPMENT

Carol Stoel-Gammon
University of Washington, Seattle, United States of America

Phonological development has both a biologically based component associated with the devel-
opment of speech-motor skills needed for adult-like pronunciations, and a cognitive-linguistic
component, including processes of memory and pattern recognition, associated with storage and
retrieval of words (Stoel-Gammon, 2011). This presentation focuses on two issues that must be
considered when examining relationships between the two components: (1) What is the child’s
target form? (2) What is the nature of variability/stability in the child’s productions?

For the early stages of development the issue is: Do the consonant-vowel (CV) syllables of
babble have specified phonetic targets? If so, what is the nature of those targets? It is well
documented that the consonants of babble are not random, but are influenced by articulatory
factors: Most are produced with the lips or front of the tongue, with full oral closure or with
an open mouth posture, thus yielding a small set of stops, nasals, and glides. The question
is: How much motor control is involved in these CV productions; i.e., does the baby target
[b] vs. [m] in producing [baba] and [mama]? Beyond motor control, we know that CV babble
provides motor practice that influences meaningful speech. This practice increases the control
and precision of movements — the more automatic the movements, the easier to execute them
in targeted words (Kent, 1982).

When the child moves to the production of words, the issue of targets is more straightfor-
ward. In order to recognize and produce words, children must have articulatory, phonological,
and semantic information stored in their “mental lexicon.” Word recognition involves the abil-
ity to extract and store auditory information; word production requires linking a stored form
with articulatory details. Despite decades of discussion, there is little agreement about the
number and nature of underlying representations (URs) in the adult mental lexicon and even
less agreement about the URs of children. Of interest here is research suggesting that the
specification of phonological targets is affected by the size of the child’s lexicon: When the
vocabulary is small, representations may be stored as single, unanalyzed units; on this view, a
word is stored and retrieved not as a sequence of phonemes, but as a single unit with relatively
little detail. As vocabulary size increases, feature- and phoneme-based URs emerge and pro-
ductions become more adult-like. Studies examining the phonological patterns of early words
and of developmental trajectories related to the stability and variability word productions will
be presented.
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HOW DOES THE TONGUE LEARN TO SPEAK A LANGUAGE FLUENTLY?
A CROSS SECTIONAL STUDY IN GERMAN CHILDREN

Aude Noiray!?, Dzhuma Abakarova!, Elina Rubertus', Jan Ries!
! University of Potsdam, Potsdam, Germany
?Haskins Laboratories, New Haven, United States of America

In the domain of spoken language acquisition, a large body of empirical research has focused
on coarticulation mechanism, which regards the binding of articulatory gestures for neighbor-
ing phonemes. Coarticulation is an important mechanism to investigate as it engages multiple
speech articulators (e.g., the lips, the tongue) whose actions must be finely coordinated in time
and in the space of the vocal tract to produce fluent phonetic output in the native language.
However, up to date, the development of temporal and spatial organization of speech gestures,
in particular that of the tongue remains poorly understood in young children. Our study
addresses this limitation by presenting a quantitative cross-sectional investigation of lingual
coarticulation in German children that expands from the preschool years to the beginning of
second grade. Unlike previous studies, we investigated the articulatory mechanisms from which
differences in coarticulation may originate. Adapting the technique of ultrasound imaging to
child study (SOLLAR, Noiray et al. 2015), we recorded movements of the main tongue articu-
lator for vowels and consonants production in a series of C;VCs0 nonwords. We tested whether
the organization of intra-syllabic coarticulatory patterns not only varies as a function of age but
also depends on the articulatory demands imposed on the tongue for consecutive phonemes. To
achieve these goals, we measured the coarticulation degree (CD) of the tongue body between Cy
and V using consonants (/b, d, g, z/) known in adults to vary in their coarticulatory flexibility
(Fowler, 1994). Results from linear mixed effects models highlighted significant age differences
in lingual coarticulation with preschoolers showing larger CD than adults. Adults displayed
more fine-grained modulations of CD as a function of consonants’ articulatory signature com-
pared to children. When further examining the temporal unfolding of the coarticulatory process
within the consonant, we found that the coarticulatory span decreased with age. Preschoolers
exhibited a strong encroachment of the vowel with the consonant, suggesting an organization
of lingual gestures that encompasses both phonemes. School-age children showed less vocalic
influence over the tongue configuration within the consonant but did not yet match adults’
patterns. Overall, results show that in the second school year, children do not fully control the
spatial and temporal organization of lingual gestures for fluently coarticulating the phonemes
of their native language. As the degree of lingual control may be tightly intertwined with chil-
dren’s experience with their native language, we are currently testing for effects of phonological
development on coarticulatory patterns.
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THE ROLE OF TONGUE CONTROL MATURATION FOR V-TO-V
COARTICULATION

Elina Rubertus®, Aude Noiray!?
! University of Potsdam, Potsdam, Germany
?Haskins Laboratories, New Haven, United States of America

Tongue movements for speech segments vary depending on their phonetic context. For adults,
it has been shown that these coarticulatory effects do not only occur between adjacent segments
but can span several segments in both the anticipatory and carryover direction. Moreover, espe-
cially the two directions of vowel-to-vowel (V-to-V) coarticulation are claimed to originate from
different underlying processes: While articulatory planning is the driving force for anticipatory
coarticulation, carryover effects mainly result from mechanical constraints and articulators’ in-
ertia (Recasens, 1987). Lingual V-to-V coarticulation has also been investigated in children
to address speech motor control development. However, most acquisition studies have focused
on anticipation only and were restricted to acoustic measures. With this study, we shed more
light on the development of speech motor control and articulatory planning by comparing lin-
gual V-to-V coarticulation in anticipatory and car-ryover directions across different ages using
articulatory measures.

We recorded 69 German children (3y, 4y, 5y, & 7y) and adults using SOLLAR, a child-
friendly recording platform (Noiray, Ries, & Tiede, 2015). The technique of ultrasound imag-
ing allowed us to trace tongue positions directly instead of inferring them from the acoustic
signal. We used a symmetrical stimulus structure (oC;VCy0) to test for influences of the me-dial
vowel (/i/, /y/, /u/, /a/, Je/, /o/) on both schwas - the preceding one for anticipatory and
the following one for carryover coarticulation. The intervocalic consonants varied in their coar-
ticulatory resistance (/d/ > /g/ > /b/) (Recasens, Pallares, & Fontdevila, 1997). Congruent
with Recasens’ (1987) view, we hypothesized that highly resistant intervocalic consonants de-
crease lingual V-to-V coarticulation more extensively in the carryover than in the anticipa-tory
direction.

Our data indicate that all age groups exhibit substantial anticipatory as well as carryover
V-to-V coarticulation. In both directions, coarticulation magnitude decreases with age. How-
ever, the decrease is stronger and more linear in anticipatory coarticulation. The intervocalic
consonant plays a greater role in carryover coarticulation than in anticipatory coarticulation,
but its influence on V-to-V coarticulation is not uniform across cohorts. These first results pro-
vide more evidence for the two coarticulation directions to be guided by different underlying
processes. Implications for the complex development of speech production and tongue control
during childhood will be discussed in further detail.
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NEURAL SIGNATURES OF CHILDHOOD STUTTERING PERSISTENCE
AND RECOVERY

Soo-Eun Chang, Ho Ming Chow
University of Michigan, Ann Arbor, United States of America

Stuttering affects about 5% of all preschool children, but approximately 80% will recover nat-
urally within a few years of stuttering onset. The pathophysiology and neurodevelopmental
trajectories associated with persistence and recovery of stuttering are still largely unknown. To
date, very few studies have examined structural and functional brain differences in children who
stutter (CWS), and even fewer (if any) studies have examined neurodevelopmental trajecto-
ries that differentiate children who have persistent stuttering from those who naturally recover
from stuttering. Elucidating these neurodevelopmental differences may lead to better prog-
nostic markers of childhood persistent stuttering, and may inform intervention that modulates
neural targets to improve speech fluency.

In this presentation, I will discuss results derived from the first longitudinal study of child-
hood stuttering, in which multimodal neuroimaging datasets (an average of 3 time points/child)
from more than 100 children were acquired. We conducted studies examining structural (diffu-
sion tensor imaging; DTT) and functional (resting state fMRI) imaging data to examine group-
and age-related differences characterizing stuttering, and to ask whether brain connectivity
patterns could predict persistence and recovery in later years. In terms of white matter de-
velopment, relative to controls, CWS exhibited decreased fractional anisotropy (FA; a measure
derived from DTTI that reflects white matter integrity) in the left arcuate fasciculus, underly-
ing the inferior parietal and posterior temporal areas and the mid body of corpus callosum.
Further, a reduction in FA growth rate (i.e., decreased FA with age) was present in persistent
children relative to controls, which was not evident in recovered children. We also conducted a
whole-brain network analysis based on resting state {MRI data, in order to examine large-scale
intra- and inter-network connectivity changes associated with stuttering. Moreover, we exam-
ined whether whole brain connectivity patterns observed at the initial year of scanning could
predict persistent stuttering in later years.

Results showed that risk of stuttering, as well as stuttering persistence, was associated with
aberrant network connectivity involving the default mode network and its connectivity with at-
tention, somatomotor, and frontoparietal networks. Childhood stuttering risk and persistence
was linked to developmental alterations in the balance of integration and segregation of large-
scale neural networks that support proficient task performance, including fluent speech motor
control. In sum, these findings of anomalous structural and functional brain connectivity in
CWS provide novel insights into the possible neural mechanisms of childhood stuttering onset,
persistence and recovery.
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BROCA’S REGION IN PERSISTENT DEVELOPMENTAL STUTTERING
WHERE STOP MEETS GO

Nicole E. Neef'?, Alfred Anwander!, Christoph Biitfering?, Angela D. Friederici',
Walter Paulus?, Martin Sommer?
"Mazx Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany
2Georg August University, Gottingen, Germany

In 1861, Broca assigned a region in the human left frontal lobe to a designated function -
articulated language. More than 150 years later it is still an open question how the human
brain generates well-articulated fluent speech. Developmental stuttering is a speech fluency
disorder that occurs without obvious reason during childhood and persists in one percent of
the adult population. Previous neuroimaging studies frequently linked stuttering with Broca’s
region, thereby suggesting a causal, maladaptive, or compensatory role.

Here, we test the specific role of a part of Broca’s region in stuttering; the left inferior
frontal gyrus pars opercularis (IFGop). Functional MRI was used during two vocal motor
imagery tasks. Adults who stutter (AWS) showed a reduced activity in the posterior-dorsal
part of the left IFGop, a subarea that is involved in speech production, including phonological
word processing, pitch processing, sequencing, and motor planning. In addition, AWS revealed
a lack of task-related correlation between activity in left IFGop and activity in the left infe-
rior parietal lobule, a link that likely represents a cortical network involved in implicit motor
planning and motor control processes. According to motor control theory, this link implies
the generation of predictive internal forward and inverse models that link motor intentions,
motor commands, and sensory effects. Thus, our finding is in consonance with theories that
postulate defective internal models as a possible source of stuttering. Furthermore, right IF-
Gop activity was related to the inhibition of vocal responses, which leads to the proposal of
a potential neuropathological principle: Stuttering might be caused by an overly active global
response suppression mechanism mediated via the subthalamic nucleus-right IFG-basal gan-
glia hyperdirect pathway. Its amplified involvement might increase the system’s tendency to
globally inhibit motor responses. Inhibition via the hyperdirect pathway is unspecific and in-
duces a global reduction of the thalamo-cortical drive. If this global inhibition is too strong
or imbalanced, as proposed in stuttering, the stopping of an ongoing speech motor program
or the selection of a succeeding speech motor program might fail, which might provoke sound
prolongations, sound repetitions, and speech blocks. And indeed, the analysis of white matter
structures that link the right IFGop into motor control networks revealed that the structural
connectivity within these networks scales with stuttering severity. Altogether, our findings sug-
gest an imbalanced organisation of IFGop networks in stuttering that adversely engage the left
hemisphere in speech flow and the right hemisphere in the stopping of speech.

Further reading
Cai, W., Ryali, S., Chen, T., Li, C.-S. R., & Menon, V. (2014). Journal of Neuroscience,
34(44), 14652-14667.
Neef, N. E., Biitfering, C., Anwander, A., Friederici, A. D., Paulus, W., & Sommer, M. (2016).
Neurolmage, 142, 628-644.



SPEECH DISORDERS I 25

IMPROVING SPEECH FLUENCY IN ADULTS WHO STUTTER USING
TRANSCRANIAL DIRECT CURRENT STIMULATION

Jennifer Chesters, Riikka Mottonen, Kate E. Watkins
University of Oxford, Oxford, UK

Non-invasive brain stimulation used as an adjunct to speech therapy has the potential to en-
hance fluency outcomes for adults who stutter (Chesters, Watkins, & Mottonen, 2017). Tempo-
rary fluency can be induced using an external cues (such as a metronome beat or second voice)
but stuttering typically returns as soon as the inducers are withdrawn. We predicted that ap-
plying anodal transcranial direct current stimulation (tDCS) to the left inferior frontal cortex
during speech production with temporary fluency inducers could extend fluency improvements
beyond the intervention period. We chose to stimulate the left inferior frontal cortex because
brain imaging studies have shown that developmental stuttering is associated with abnormal-
ities in regions involved in speech planning and execution (Watkins, Smith, Davis, & Howell,
2008).

Thirty right-handed men aged 18-50 years with at least a moderate stutter were enrolled
in a randomised sham-controlled trial. In the tDCS group, 1-mA direct current was applied
for 20 minutes per day with the anode over the left inferior frontal cortex and the cathode
over the right supraorbital ridge. In the sham group, the same electrode placement was used
but the current was turned on only briefly to elicit the sensations that occur during tDCS.
Both groups completed tasks fluently using choral reading and metronome-timed speech for
20 minutes on five consecutive days. Speech disfluency during reading and conversation was
assessed at baseline, before and after the stimulation on each day of the five day intervention,
one week and five weeks later.

As predicted, when the fluency-enhancing tasks were completed alone (sham) disfluency
at the end of the five-day intervention was unchanged from baseline levels. When tDCS was
combined with the fluency-enhancing tasks, fluency improvements were seen across the five-
day intervention period and were significantly larger compared with the sham group. Most
importantly, fluency was significantly improved for the tDCS group relative to the sham group
one week after the intervention and this improvement was maintained for reading but not for
conversation at five weeks. Scores on the Stuttering Severity Inventory (version 4) showed sig-
nificantly greater reduction for the tDCS group relative to the sham group one week and five
weeks after the intervention.

These results provide the first indication of the clinical potential of tDCS for increasing
fluency outcomes in developmental stuttering. MRI measures were acquired before and after
the intervention that may further our understanding of the mechanisms underlying the fluency
improvements in the tDCS group.
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MOTOR SPEECH DISORDER-NOT OTHERWISE SPECIFIED (MSD-NOS):
PREVALENCE AND PHENOTYPE

Lawrence D. Shriberg
University of Wisconsin-Madison, Madison, United States of America

Background In addition to childhood dysarthria and childhood apraxia of speech, there are
literature descriptions of a third pediatric speech sound disorder (SSD) proposed to be associ-
ated with a delay in motor speech development (Shriberg, Strand, & Mabie, 2017). A question
is whether this putative clinical entity is the lower tail of the distribution of motor speech
development or whether it is a subclinical or clinical type of motor speech disorder. Support
for the latter two perspectives can be marshalled from research findings on the prevalence and
characteristics of the behavioral phenotype. We have used the term Motor Speech Disorder-Not
Otherwise Specified (MSD-NOS) as a placeholder for research on this potential clinical entity.
The present report used new measures and a large multisite database of children ascertained
for Speech Delay (SD) to estimate of the prevalence of MSD-NOS in SSD and to characterize
the phenotype.

Method

Participants We analyzed continuous speech samples from six study groups recruited for SD of
unknown origin over several decades. Sample sizes ranged from 21-188 participants, totaling
415 children and adolescents from 3-17 years of age assessed in cross-sectional and longitudinal
designs.

Measures Participants recruited for SD at original assessment were classified into five mu-
tually exclusive motor speech classifications: No Motor Speech Disorder (No MSD), Mo-
tor Speech Disorder-Not Otherwise Specified (MSD-NOS), Motor Speech Disorder-Dysarthria
(MSD-DYS), Motor Speech Disorder-Childhood Apraxia of Speech (MSD-CAS), and Motor
Speech Disorder-Dysarthria & Childhood Apraxia of Speech (MSD-DYS & CAS). Measures to
identify the four motor speech disorders were: the Precision-Stability Index (for MSD-NOS),
the Dysarthria Index (for MSD-DYS and MSD-DYS & CAS), and the Pause Marker (for
MSD-CAS and MSD-DYS & CAS; Shriberg, Strand, & Mabie, 2017). The perceptual-acoustic
measures were developed by operationalizing and standardizing signs of speech, prosody, and
voice deficits in adult neurogenic disorders (Duffy, 2013) and signs developed in SSD research
in children with idiopathic SD and SD in the context of complex neurodevelopmental disor-
ders. Data reduction methods included narrow phonetic transcription, prosody-voice coding,
and acoustic analyses.

Results & discussion We summarize prevalence and behavioral phenotype findings for MSD-
NOS in comparison to prevalence findings for No MSD, MSD-DYS, MSD-CAS, and MSD-DYS
& CAS. Findings are interpreted to support MSD-NOS as a substantially prevalent clinical
entity characterized by spatiotemporal differences in articulatory, prosodic, and vocal precision
and stability.
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THE AMPI CLASSIFICATION OF THE DYSARTHRIAS

Frank R. Boutsen, Justin D. Dvorak, Zachary Barrett
University of Oklahoma Health Sciences Center, Oklahoma City, United States of America

Introduction The dysarthrias traditionally have been classified using the auditory-perceptual
method along what has come to be known as the Mayo Classification system. Recently, in-
vestigations have used prosodic (rhythm) matrices to see if they differentiate the dysarthrias.
The results are mixed. Liss et al., (2009) found that a combination of these matrices can rea-
sonably well distinguish the dysarthrias from each other and from normally healthy speakers.
Lowit (2014) however reported that none of the metrices could do this despite clear perceptual
differences. The present investigation evaluates the use of the newly developed Acoustic Mul-
tidimensional Prosody Index (AMPI) when classifying the dysarthrias.

Methods Audio recordings of the Grandfather Passage were taken from 57 participants (10
controls, 10 with ataxic dysarthria, 10 with flaccid, 7 with hypokinetic, 10 with hyperkinetic,
and 10 with spastic) and then digitized at 44,100 Hz with 16-bit resolution. Vowel nuclei in
a phonemically diverse, contiguous sample of the passage were identified using SpeechMark,
followed by manual confirmation of onset/offset times and extraction of acoustic parameters
in custom MATLAB software. Measurements for each vowel included duration (ms), intensity
(dB), and pitch (Hz). For each pair of groups, prosody indices were computed at the patient
level following Dvorak, Boutsen, & Ding (submitted), with weight vectors optimized for AUC
via grid search. Those weights which maximally separated each pair of groups were extracted,
and the corresponding AUC was assessed for significant predictive ability via permutation test
with 1,000 iterations.

Results & Discussion Overall AUC of each binary classification was 80%, and ranged from
68% (flaccid vs. spastic; p=0.1820) to 93% (control vs. hypokinetic; p<0.0001). Of the 15
group comparisons, 11 were significant at a=0.05. Adjusting for multiple testing, the prosody
index distinguished the controls from spastic, hypokinetic, and ataxic dysarthria with duration
driving the difference in spastic and ataxic dysarthria vs. normal comparisons and pitch driving
the difference in hypokinetic dysarthria vs. normal controls. The trend towards a difference
(.09) between flaccid dysarthria and normal control was driven by pitch. Subtypes also were
shown to differ from one another ((7/10) contrasts, or 70%).
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FACIAL KINEMATICS IN THE ASSESSMENT AND DIAGNOSIS OF
BULBAR ALS
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Amyotrophic later sclerosis (ALS) is a fast-progressing motor neuron disease affecting oro-
facial (bulbar) musculature and resulting in an inability to speak and swallow. Although only
approximately 30% of patients present with signs and symptoms in the bulbar musculature,
nearly 80% of the remaining patients develop bulbar signs as disease progresses. Diagnosis
of ALS is often delayed (Turner et al., 2010). This delay leads to the inability of patients to
access necessary life-prolonging health care services and experimental drug trials. There is a
significant need to expedite the detection of bulbar signs and diagnosis of ALS.

We turn to facial kinematics to aid detection of bulbar changes in ALS. Our early work
suggested that jaw and lip kinematics changed with disease progression. An analysis of a large
group of patients with ALS reported sensitivity of facial kinematic measures to both speaking
rate and speech intelligibility decline (Rong et al., 2015). The goals of our recent work are
to (1) expand our previous analyses in order to classify symptomatic and pre-symptomatic
patients; (2) understand changes in facial kinematics within a patient as disease progresses;
and (3) validate novel technology as means of clinical assessment of facial kinematics.

In this presentation, we will report on a series of studies performed on a large number
of patients diagnosed with ALS (N=66), who participated in a longitudinal study of bulbar
dysfunction (average months in study = 35.1, SD=25.3). All participants underwent a neu-
rological evaluation; functional status assessment with ALS-Functional Rating Scale - Revised
(ALSFRS-R); bulbar function testing with measures of speaking rate and speech intelligibil-
ity. Facial movement measurements (e.g., speed, distance, acceleration, jerk, surface) during a
sentence task were obtained by using Optotrak Certus (NDI, Canada), Wave Speech Research
System (NDI, Canada), and Intel®RealSense™ 3D camera. Analyses methods included clas-
sification approaches, graphical methods, and inferential statistics.

The results revealed the ability of kinematic measures to detect bulbar symptoms with 85%
accuracy. Cumulative path distance, peaks of acceleration, speed, and jerk of the lower lip
and jaw contributed the most to classification results, with the overall tendency for slower and
smoother movements with disease progression. Changes overtime within a speaker were in the
predicted direction. Kinematic data obtained with 3D camera was able to detect the same path
in disease course as more expensive research grade methods.
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PREDICTING SPEECH INTELLIGIBILITY BASED ON TONGUE-JAW
COUPLING IN PERSONS WITH ALS
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Speech is produced through the coordinated actions of the articulatory, phonatory, resonatory,
and respiratory subsystems. Previous studies on amyotrophic lateral sclerosis (ALS), a pro-
gressive motor neuron disease, have shown that among all subsystems, impairment to the
articulatory subsystem has the most severe effect on speech intelligibility (Rong et al., 2016).
In particular, disease-related changes in tongue-jaw coupling were detected prior to the decline
of speech intelligibility (P. Rong, Yunusova, Berry, Zinman, & Green, 2014) and might thus,
serve as early predictors of bulbar motor involvement and the impending speech loss.

We quantitatively derived the pattern of spatial coupling between four semi-independent
regions of the tongue (anterior tongue blade, posterior tongue blade, tongue body, tongue
dorsum) and the jaw in various speech contexts (3 vowels: /o/, /i/, /u/; 2 consonants: /d/,
/k/) across 10 individuals with a range of severities of ALS from the XRMB database (Westbury,
1994). Based on the quantitative pattern, we assessed the effect of disease-related changes in
tongue-jaw coupling on speech intelligibility.

To quantify the pattern of tongue-jaw coupling, the Parallel Factor Analysis (PARAFAC)
was used, which derived two articulatory modes that characterized the pattern of independent
tongue movement relative to the jaw (1% mode) and the pattern of jaw contribution to com-
posite tongue-jaw movement (2" mode). The extent of independent tongue movement and jaw
contribution were (1) used to predict speech intelligibility of the 10 individuals with ALS using
a nonlinear regression, and (2) compared with the corresponding coefficients derived from 10
age-matched healthy controls.

The results suggested that (1) independent tongue movement decreased progressively through-
out the disease course, which led to a significant decline of speech intelligibility, whereas (2)
the extent of jaw contribution showed non-monotonic changes during early versus late ALS.
Specifically, the extent of jaw contribution was increased during early ALS, which partially
compensated for the effect of reduced tongue movement on speech intelligibility. This compen-
sation effect became unavailable during late ALS due to the decrease of tongue-jaw coupling,
leading to precipitous declines of speech intelligibility. These findings could help us to under-
stand the physiological basis of speech loss in ALS and anticipate the impending needs for
assistive communication.
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VOWEL FORMANT DISPERSION REFLECTS SEVERITY OF APRAXIA OF
SPEECH AFTER STROKE IN ADULTS

Dirk-Bart den Ouden, Elena Galkina, Alexandra Basilakos, Julius Fridriksson
University of South Carolina, Columbia, United States of America

Introduction Apraxia of speech (AOS) is challenging to differentiate objectively from aphasic
phonological planning deficits and from dysarthria. Deviations in consonantal voice-onset-time
(VOT) have been associated with AOS, but studies of vowel acoustics have yielded conflict-
ing results (Jacks et al., 2010), leading to a common assumption that vowels are spared in
AOS. However, if the functional deficit of AOS is at the peripheral stages of speech production,
there is no obvious reason why vowels should be left unaffected. Impaired articulatory control
should lead to inconsistency, reflected in increased formant variance. We measured vowel for-
mants produced by a large sample of stroke survivors, and assessed to what extent dispersion
of F1, F2 and F3 was predictive of AOS severity, based on a rating schale that uses clinical ob-
servations to assess the gradient presence of AOS, aphasia, and dysarthria (Strand et al., 2014).

Method Picture-description samples were taken from 53 stroke survivors (20 female; mean
age=61, range 32-82), grouped by impairment: unimpaired (11), primarily aphasia (20), apha-
sia with AOS (12), primarily AOS (2), aphasia with dysarthria (2), aphasia with AOS and
dysarthria (6). We identified 7171 vowel tokens bearing main stress in open-class words, ex-
tracted the first three formants, and calculated their standard deviations. We measured VOT's
for voiced and unvoiced consonants, with standard deviations, and estimated vowel space based
on the first two formants of three vowels, /a, i, u/. Multiple correlations (Spearman’s rho) were
used to assess relations between variables, Stepwise Linear Discriminant Analyses to predict
group membership, and ordinal regression to predict AOS severity.

Results AOS severity correlated with Voiced-VOT dispersion, mean F1 and F1 dispersion. A
binary classification between speakers with and without AOS was achieved with 77.4% success
by entering Voiced-VOT dispersion, mean F1, and F2 dispersion. The four acoustic factors
that contributed significantly (p<.05) to the prediction of AOS severity were F2 dispersion,
mean Voiceless VOT, Voiceless VOT dispersion, and Voiced VOT dispersion.

Discussion & Conclusion Presence and severity of AOS were most consistently predicted by
F2 dispersion and (voiced) VOT dispersion. These phonetic-acoustic measures do not correlate
with aphasia severity or dysarthria, and can be obtained objectively, reducing the subjectivity
of AOS diagnosis. In addition, these results suggest that the apraxic deficit is across-the-board,
not sensitive to phonological categories.
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WINDOWS ON FLUENT AND DYSFLUENT SPEECH PRODUCTION
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Fluent speech is a fundamental prerequisite for social interaction in humans and a challenging
task for the brain. Not all children acquire fluent speech, and stuttering persists after puberty
in about 1 percent of adults. In recent years several windows have opened that allow a better
view on kinematics, underlying brain structure and neurophysiology of fluent and dysfluent
speech.

One window on kinematics is made possible by real-time very fast structural MR imaging
observing the articulators while speaking. This gives a substantiated insight into dysfluent
speech patterns and will allow answering the question whether fluent speech units in adults
who stutter are normally articulated. With regard to brain structure, MR imaging of water
diffusion in the brain has allowed uncovering a reduced integrity of white matter tracts, mostly
in left inferior frontal areas. This has opened a whole new window to view stuttering as a
speech area disconnection syndrome. It also provides a substrate for the known heritability
of stuttering on which studies on whole genome sequencing shed further light. Clinical cases
on cerebellar lesions that modulate speech fluency further substantiate the structural basis of
fluent and dysfluent speech production.

Anticipation of dysfluent speech events is another aspect of stuttering. It is the premonitory
awareness that something is about to go wrong with speech fluency. We have assessed this in
detail by establishing a questionnaire derived from Tourette’s syndrome to assess reliability and
linguistic specificity of the premonitory awareness of dysfluencies in adults who stutter.

Another aspect is the sensitivity of stuttering to external pacing, which is reminiscent of the
freezing of gait, a clinical phenomenon in Parkinson’s disease. Here, electroencephalography
allows dissociating brain areas responsible for self-triggered speech in contrast to externally
triggered speech, thereby substantiating circuits likely involved in the pathogenesis of speech
dysfluencies.

A window on the pathophysiology of stuttering has been opened by electrophysiological
techniques such as transcranial magnetic stimulation and electroencephalography. These tech-
niques allow investigating speech preparation with a very high time resolution, in order to assess
speech preparatory processes of motor areas representing articulatory muscles. This allowed
discovering an imperfect speech preparation in adults who stutter as a pathophysiological basis
of dysfluent speech. Transcranial magnetic stimulation also gives a window on the hemispheric
distribution of speech and non-speech related activations of articulatory muscles and as well as
of hand muscles.

As a synopsis, we will illustrate how these windows allow views on fluent and dysfluent
speech thereby refining and detailing current models of speech production.
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THE VENTRAL SENSORIMOTOR CORTEX IN SPEECH ARTICULATION

Edward Chang
University of California, San Francisco, United States of America

The ventral sensorimotor cortex (vSMC) is important for the production of fluent speech. In-
juries to this brain region cause dysarthria and other speech difficulties. In this talk, I will
present new results from our investigations on the representations of vocal tract during speak-
ing. I will address three topics: 1) the encoding of supra-laryngeal kinematic parameters during
vowel production, 2) the cortical control of the larynx with regard to voicing and prosodic mod-
ulation, and 3) the vSMC cortical representation of articulatory gestural features in natural,
continuous speech. These results will then be discussed in the context of current models of
speech motor control.
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IDENTIFYING FUNCTIONAL REGIONS OF INTEREST WITHIN THE
SPEECH MOTOR CONTROL NEURAL NETWORK
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Neuroimaging has revealed a reliable core network of cortical regions that contribute to speech
production (Guenther, 2016). However, relatively little progress has been made toward identi-
fying functional “units” within this network, due, in part, to relatively small sample sizes and
resulting low statistical power. Here we describe efforts to identify functionally homogenous
regions of interest (fROIs) within the speech motor control network. fROIS were derived from
pooled “mega-analysis” (Costafreda, 2009) of a large set of overt speech production functional
magnetic resonance imaging (fMRI) data using hierarchical clustering.

Data were pooled over 13 fMRI experiments in which blood oxygen level dependent re-
sponses (BOLD) were measured while subjects overtly produced single and bi-syllabic words
and pseudowords. In total, 180 individual datasets from 153 unique subjects were included in
the analysis. Estimates of the contrast between BOLD responses for Speech and Baseline con-
ditions (silently viewing letter or symbol strings) were derived for each subject, then mapped
to an average template using FreeSurfer. The cortex was then parcellated using between-
subjects hierarchical clustering that minimized within-ROI variability in the Speech - Baseline
contrast (Seghier & Price, 2009). Population-level boundary distributions were constructed to
find the optimal number and location of region boundaries and an estimate of the reliability of
these boundaries. A representative whole-brain parcellation was obtained from these boundary
probability maps using watershed-based segmentation with adaptive smoothing to maximize
the joint likelihood of the parcellation boundaries. ROI-level statistics were computed to as-
sess within- and between-region functional homogeneity and functional sub-networks within
the speech motor control network. Boundary-level statistics were also computed to determine
between-subject variability in boundary positions and their relationship with macroanatomical
cortical landmarks.

The resulting functional cortical parcellation provides insights into functional “maps” and
networks within the speech motor control network. More generally, the method has the poten-
tial to improve the detection of BOLD response effects by providing a better means of aligning
data across subjects. This was explored by comparing the sensitivity of detecting group-level
differences in the Speech - Baseline contrast between fluent controls and persons who stutter
using typical vertex-wise comparisons, ROIs based on macro-anatomical landmarks, and our
fROIs. [Supported by NIH grants R0O1 DC002852 and R0O1 DC007683.]
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ENHANCING SPEECH MOTOR LEARNING WITH NONINVASIVE BRAIN
STIMULATION

Adam Buchwald, Mara Steinberg Lowe, Holly Calhoun, Rebecca Wellner, Stacey Rimikis
New York University, New York, United States of America

Introduction Research has revealed enhancement of non-speech motor learning from combin-
ing behavioral motor learning tasks with noninvasive neuromodulation provided by transcranial
direct current stimulation (tDCS; Brunoni et al., 2012). While tDCS has been studied as a tool
to facilitate word production in aphasia and unimpaired speakers (Monti et al., 2013), it has
not been used to facilitate speech motor learning. We report a study successfully using tDCS
as an adjunct to a speech motor learning protocol to enhance speech motor learning.

Methods 80 participants with no history of impairment completed a two-day protocol.
Speech Motor learning task L1 English participants produced nonwords with 8 different non-
native onset clusters (e.g., /fm/, /gd/). Following brief pre-practice with detailed feedback,
participants performed 18 minutes of structured practice producing nonwords with auditory
and orthographic presentation (e.g., audio: /fmiku/, written: FMEEKOO). Short-term reten-
tion (R1; 30 mins after practice) and long-term retention (R2; 2 days after practice) tested
both trained and novel nonwords.

Neuromodulation For active tDCS, a 1x1 Soterix battery-driven current stimulator delivered
20 minutes of 1mA current. The anode was placed over the left motor cortex (C3) and the
cathode over the right supraorbital area. Sham tDCS used the same the electrode montage
with current ramped up to ImA over 30 seconds and then immediately decreased. Stimulation
was administered before or during the practice session, with participants randomly assigned to
one of four groups based on timing (before-during) and type (active-sham) of stimulation.

Results The primary outcome measures were change in word and cluster accuracy (assessed
with perception and acoustics) between the first half of practice (P1) and: P2 (second half of
practice); R1; and R2. Logistic regression mixed effects models were used to examine changes
in whole-word accuracy and cluster accuracy. All groups improved on the task. For word ac-
curacy, there was a significant 2-way interaction between stimulation type and session for all
timepoints, with the active group improving more than the sham group (for cluster accuracy,
this was only significant for R1). There were significant 3-way interactions for P1 compared to
R1 for both measures where participants receiving active stimulation prior to the task improved
more (10%) than other groups (all <4%).

Discussion This research represents a novel approach to enhancing speech motor learning.
Our data suggest that non-invasive neuromodulation, prior to a task, can facilitate learning of
novel sound structure sequences. Possible extensions to impaired speakers will be discussed.
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OUTCOMES OF SPEECH TRAINING EXAMINED WITH MRI OF THE
BRAIN AND VOCAL TRACT

Carolyn McGettigan®?, Daniel Carey'?®, Matthieu Ruthven?, Clare Lally!, Bronwen G.
Evans?, Patti Adank?, Marc E. Miquel**
University of London, London, United Kingdom
2 University College London, London, United Kingdom
I Trinity College Dublin, Dublin, Ireland
4Barts Health NHS Trust, London, United Kingdom

It is a well-documented phenomenon that achieving native-like pronunciation in a second lan-
guage becomes increasingly challenging in adulthood, with highly variable outcomes across lis-
teners. Producing speech in a non-native language requires novel articulations to be accurately
learned and deployed flexibly in a variety of word-level contexts. In a novel methodological
approach to vocal learning, we have been using a speech training paradigm combined with real-
time imaging of the vocal tract (rtMRI) and functional MRI of the brain (fMRI) to explore
vocal imitation skill and chart the articulatory outcomes of learning L2 speech.

In the first such experiment (Carey et al., 2017), participants trained on imitating a native
vowel and a similar non-native vowel that required lip rounding. Later, participants imitated
these vowels and an untrained vowel pair during separate rttMRI and fMRI runs. Behavioural
results showed that acoustic imitations of non-native vowels were less accurate than for the cor-
responding native vowels, with considerable individual differences in imitation success. Vocal
tract rtMRI data revealed evidence of increased lip protrusion following training in lip round-
ing, which was related to variability in acoustic learning success. Univariate fMRI analyses
revealed that regions including left inferior frontal gyrus were more active during sensorimo-
tor transformation (ST) and production of non-native vowels, compared with native vowels;
further, ST for non-native vowels activated somatomotor cortex bilaterally, compared to ST
of native vowels. We further probed the data using multivariate Representational Similarity
Analysis (RSA), which allowed us to directly map the acoustic and articulatory properties of
the test vowels onto their underlying neural representations, using searchlight analyses. Using
models constructed from participants’ vocal tract images and from stimulus formant distances,
we found that both types of description of the vowel categories were represented within so-
matomotor, temporal, cerebellar, and hippocampal neural activation patterns during ST. We
thus provided the first evidence of widespread and robust cortical and subcortical neural rep-
resentation of vocal tract and formant parameters during prearticulatory ST. Ongoing work on
these data has additionally explored the effects of in-scanner learning on articulation, acoustics
and neural activations, indicating significant effects of training on the profile of vocal learning
over time.

This talk will introduce our novel methodology for the investigation of L2 speech learning,
using examples from Carey et al. (2017) and follow-up experiments.
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A FRAMEWORK FOR INVESTIGATING SPEECH PRODUCTION AND ITS
SENSORIMOTOR CONTROL

Vincent L. Gracco™?, Hiroki Ohashi®
!Haskins Laboratories, New Haven, United States of America
2 McGill University, Montréal Canada

Current neural models and theories of speech production rely to a significant extent on empir-
ical data obtained from functional magnetic resonance imaging (fMRI) studies. These models
and the associated data are being used increasingly to understand and speculate on the neural
mechanisms for speech production and, subsequently explain and design treatment approaches
for speech disorders. However, for the most part, brain based models for speech production
and its sensorimotor control are incomplete due to: 1) an almost exclusive focus on a single
component of the neurovascular signal, the positive blood-oxygenation-leveldependent (BOLD)
response (PBR) to the exclusion of the negative BOLD response (NBR), and, 2) limited con-
sideration for network level interactions and their associated functions. With the application
of more advanced statistical approaches to brain function it is becoming clear that behavior
emerges from a complex interaction between distributed functional networks (FN). These in-
teractions are dependent on a balance of activation (excitatory) and deactivation (inhibitory)
mechanisms in task-positive and task-negative networks that often overlap within the same
cortical region and are modulated by context or state-dependent conditions. The result is
that network-level interactions represent a range of brain-based actions that initiate and con-
trol speech production, engage neuroplastic change for new and adaptive speech behaviors and
maintain and tune overall network properties. Here we present data and analysis techniques for
a number of speech production tasks that capture a broad and representative conceptualization
of the neural mechanisms and processes for sensorimotor and cognitive control of speech pro-
duction. The approach relies on a combination of traditional general linear modeling (GLM)
to examine task-related activation and deactivation and spatial independent components anal-
ysis (SICA) to separate BOLD signal mixtures from each voxel into functional networks. We
present fMRI data from three different speech production datasets in which speech is elicited
under a variety of conditions including speech motor learning/adaptation. We highlight the
ubiquitous presence of the NBR and task-negative networks, their variation with the PBR and
task-positive networks and how combining sICA and GLM analyses can be used to inform on
how different FN contribute to behavior. Overall, we suggest that in order to develop more
explanatory, neurobiological models of speech production and its sensorimotor control, an in-
tegrated approach is needed focusing on functional networks, their interaction and relationship
to behavior combined with explicit consideration of excitatory and inhibitory mechanisms.
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QUANTITATIVE ASSESSMENT OF A NEUROCOMPUTATIONAL MODEL
OF SPEECH PRODUCTION WITH NEUROIMAGING DATA

Frank H. Guenther!, Ayoub Daliri»?, Alfonso Nieto-Castanon!, Jason A. Tourville!
!Boston University, Boston, United States of America
? Arizona State University, Tempe, United States of America

Advances in neuroimaging techniques such as functional magnetic resonance imaging (fMRI)
and electrocorticography (ECoG) over the past two decades have resulted in a greatly improved
understanding of the neural mechanisms underlying human sensory, motor, and cognitive ca-
pabilities, leading to increasingly sophisticated neural models of these functions. Within the
domain of speech, we have developed and refined a large-scale neurocomputational model,
called the Directions into Velocities of Articulators (DIVA) model (Guenther, 2016; Guenther,
Ghosh, & Tourville, 2006; Golfinopoulos, Tourville, & Guenther, 2010), which provides a uni-
fied mechanistic account of acoustic, kinematic, and neuroimaging data on speech. Functional
neuroimaging has been a powerful means for evaluating and refining such models. To date,
however, these evaluations have been almost exclusively qualitative. Quantitative evaluations
have been hampered by the absence of a general computational framework for (i) generating
predicted functional activation from a model that can be directly and quantitatively compared
to empirical functional neuroimaging data, and (ii) testing between models to identify the model
that best fits experimental data.

Here we present a general computational framework to overcome these issues, with a specific
application to the DIVA model. Within this framework, the brain network responsible for a task
is broken into a set of computational nodes, each of which is localized to an MNI stereotactic
coordinate in the brain. Associated with each node is a computational load function that
links the node’s activity to a computation involving quantifiable measures from the task. The
instantaneous neural activity at each location in the brain (e.g., each voxel of an fMRI image, or
each electrode of an ECoG array) is then calculated by summing the contributions of all model
nodes at that location, with each node treated as a Gaussian activity source centered at the
node’s location. The parameters of the Gaussians (i.e., spread and magnitude of activation) are
optimized to produce the best fit to the functional data. Model comparisons are based on the
overall fit level and number of free parameters using the Akaike Information Criterion (AIC).

This framework was used in conjunction with a large fMRI database of speech production
studies (116 speakers) to illustrate the DIVA model’s ability to provide a unified account for
whole-brain activity patterns seen during speech production under normal and perturbed con-
ditions. [Supported by NIH grants R01 DC002852, R01 DC007683.]
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A “PHONOLOGICAL MIND” IN OUR BRAINS? CLINICAL EVIDENCE.

Wolfram Ziegler, Katharina Lehner, Hanna Jakob, Ingrid Aichert
Ludwig-Mazimilians- Universitdt, Munich, Germany

Background According to a widely propagated theory, the human mind is equipped with a
universal stock of “core phonological knowledge” that is purely algebraic and autonomous from
the perception/production channels of linguistic communication (Berent, 2013). As a part of
the human genetic endowment, this knowledge is claimed to be mediated by a dedicated neural
network in the brain (Berent et al., 2014). The present study was based on the assumption
that sound production impairments resulting from lesions to this network provide insight into
the architecture of the “Phonological Mind”. We examined (i) whether phonological impair-
ment destroys the alleged “core phonological knowledge” postulated by Berent, and (ii) to what
extent phonological impairment conforms to a model based on principles of intergestural coor-
dination (Ziegler, Aichert & Staiger, 2016).

Methods

Subjects: 15 speakers with phonological impairment after left hemisphere stroke, 15 speakers
with apraxia of speech after left hemisphere stroke.

Materials: Single word repetition task.

Procedure: Transcripts were analyzed for violations of phonological regularities and of marked-
ness constraints, and for schwa-insertions in consonant clusters. Furthermore, item-response-
analysis techniques were applied to map patterns of phonological errors onto an existing gesture-
based model of sound production impairment, with the aim of testing substance-based expla-
nations of phonological processing (Ziegler et al., 2016).

Results The results are incompatible with the assumption that aphasic phonological impair-
ment interferes with the “core knowledge” and the abstract algebraic processing mechanisms

postulated in the Phonological Mind theory.

Discussion Substance-based interpretations of the clinical data are proposed.
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ACQUISITION OF SPEECH RHYTHM IN ONTOGENESIS AS AN
ANALOGUE WINDOW ON DEVELOPMENT OF SPEECH RHYTHM IN
PHYLOGENESIS AND EVOLUTION OF SPEECH FACULTY

Mikhail Ordin'?, Leona Polyanskaya'
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In this project, we focused on the development of speech rhythm in first and second language
acquisition, which is an analogue window on the development of speech rhythm in phylogenesis.
We analyzed the rhythmic patterns in controlled utterances produced by learners of English
with rhythmically contrastive languages: German (exhibiting rhythmic patterns similar to those
in English) and French (exhibiting rhythmic patterns contrastive to those in English). Also,
we analyzed rhythmic patterns in the same utterances spoken by English children at different
ages. We found that the rhythm becomes progressively more stressed-timed (typical of an
adult English native speaker) as acquisition progresses, and the direction of the developmental
trajectory did not depend on the native language of the learners in second language acquisition
(rhythmically similar or contrastive to the target language), nor on the mode of acquisition
(L1/L2). As adult German learners of English do not transfer the rhythmic patterns from
the native to the target language, and instead have to develop the stress-timed rhythm of the
target language anew, following the developmental trajectory of L1 acquirers, we conclude that
regular, syllable-timed rhythm is a default rhythm that is easier to produce.

An AX-discrimination experiment shows that processing syllable-timed rhythm is also eas-
ier to process. The experiment was set up with native speakers of rhythmically contrastive
languages - French and German - to understand whether the predominant rhythms in native
languages affect the accuracy and the reaction time (RT) in detecting rhythmic change in acous-
tic stream. The analysis of sensitivity and bias measures was conducted for accuracy. For the
RT, we performed a 2-way ANOVA with native language of the listeners as a between-subject
factor and the rhythm type of the A stimuli in AX pairs as a within-subject factor. Also, we
computed the Bayes factors for comparing the statistical models. The analyses revealed that all
listeners performed better when the rhythm in the A stimulus was syllable-timed (French-like):
it is easier to detect the change (or the lack of change) after tuning into a syllable-timed rhythm,
irrespective of the native language of the listener. This indicated that the detection of rhythmic
changes draws on general auditory mechanisms more than on linguistic experience. These gen-
eral mechanisms could potentially be sought in coupling of environmental rhythms with neural
oscillations, and it can also explain the universality of more regular rhythmic patterns in the
world languages, and the default mode - both in perception and production - of syllable-timing.

References
Botha, R. (2006). On the Windows approach to language evolution. Speech Communication
6(2), 29-143.
Ordin, M., & Polyanskaya, L. (2015). Acquisition of speech rhythm in a second language by
learners with rhythmically different native languages. Journal of Acoustical Society of

America, 138(2), 533-545.



42 THOUGHT - ACTION - PERCEPTION - SENSORIMOTOR III

QUANTIFICATION OF COARTICULATION RESISTANCE IN GERMAN
WITH ULTRASOUND

Dzhuma Abakarova', Khalil Iskarous?, Aude Noiray'?
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A successful characterization of vocal tract control during speech needs to account for regular
variability in the degree of coarticulatory overlap allowed by different speech segments. While
some segments allow for large degree of articulatory overlap, others show high coarticulation
resistance (CR) i.g. ability to resist influence from neighbors and retain control over articulators
across contexts. Despite the importance of the CR phenomenon for theories and models of
speech production, a unified quantitative measure of coarticulation resistance is not established
yet. The most prominent description of CR, DAC scale (Recasens & Espinosa, 2009), has some
limitations: first, it subjectively divides segments into several categories based exclusively on
the degree of lingual coarticulation they exhibit across contexts. Second, this categorization
is based on the measures of coarticulation that quantify only linear dependencies. Generally,
a wide variety of experimental techniques and corresponding quantification methods make it
difficult to directly compare CR estimates across studies.

Recently, Iskarous et al. (2013) suggested measuring CR with Mutual Information (MI),
or the amount of information shared by a given segment with other segments across contexts.
This is a non-parametric method that does not make assumptions about distribution but rather
estimates it from data. The MI values have been shown by Iskarous et al (2013) to capture the
CR effects of place and manner, as well as time differences in CR.

Our study extends the application of MI to quantifying coarticulation from ultrasound im-
ages. To investigate the effect of consonantal context on the amount of vowel-to-consonant
coarticulation in German we compare two different methods of quantifying tongue shape: the
position of the highest point on the tongue dorsum and the description of the whole tongue
contour based on discrete Fourier transform (DFT). The findings suggest that the highest
point of the tongue reflects the CR at the point of maximum constriction forngue consonants
while DF'T coefficients capture fine spatial and temporal distinctions in whole tongue CR. This
suggest that MI measure allows for crossmethodological comparisons and generalizations of
quantitative findings.
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DISSOCIATING INPUT- AND OUTPUT-RELATED REPRESENTATIONS OF
SPEECH IN SYLLABLE REPETITION

Jason W. Bohland!, Christopher J. Markiewicz?
!Boston University, Boston, United States of America
2Stanford University, Stanford, United States of America

Repetition tasks require speakers to map auditory representations onto learned speech items,
maintain those items in working memory, interface that representation with the motor system,
and articulate the target sounds. The neural mechanisms underlying these processes are tightly
intertwined. For example, brain areas traditionally associated with speech planning and motor
output are commonly activated in perception tasks not requiring overt or covert speech. Here we
describe an fMRI study, which builds on our previous work (Markiewicz & Bohland, 2016), and
attempts to disentangle cortical regions that contain predictive information about the speech
sounds heard, remembered, or planned for production in different stages of a novel syllable
repetition task.

Trials began with visual presentation of two CVC words or nonwords, each containing dif-
ferent vowels (/a/, /1/, or /a/). Subjects were asked to remember both (non)words, which
were then removed from the screen. Next, an acoustic stimulus corresponding to one of the
two (non)words was presented. This was followed by a visual cue, instructing subjects to
prepare to produce either the auditory stimulus (REPEAT trials) or the unheard visual stim-
ulus (CHANGE trials). After a delay, a GO signal instructed subjects to overtly produce the
planned (non)word. In this design, the spoken and heard stimuli differed in 50% of trials. 18
healthy adults participated, most of whom completed 288 repetition trials. Data were analyzed
using univariate and multivariate approaches. Cortical searchlight multi-voxel pattern analysis
was used to determine voxel clusters whose response patterns significantly predicted the vowel
identify of the auditory stimulus or the vocal target at different temporal events in individual
trials.

Results indicated that the left inferior frontal sulcus and surrounding regions, hypothesized
to serve as a phonological output buffer (Bohland, Bullock, & Guenther, 2010), were activated
during the input stage of the task and predicted the vowel heard. When subjects were given a
“change” cue requiring them to update their motor output plan, this region was additionally
engaged, and clusters of nearby voxels became predictive of the new vocal target. Another
prominent cluster in the posterior superior temporal sulcus, on the other hand, maintained a
representation of the heard syllable throughout the trial, suggesting a more direct role in pro-
cessing and encoding auditory inputs rather than planning speech output. Additional contrasts
of classification accuracies revealed differential involvement of multiple areas in representing
words and nonwords. These results help clarify neural correlates of phonological encoding and
provide new data to constrain neural models of speech.
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COORDINATIVE SPEECH STRUCTURES: SPATIOTEMPORAL TONGUE
PART MOVEMENT PATTERNS IN AMERICAN ENGLISH /i1/.

Suzanne E. Boyce, Ashley Walton, Sarah Hamilton, Allison Joy Garbo, Neeraja Mahalingam,
Douglas Mast, Michael Riley
University of Cincinnati

The act of speech production demands the ability to successfully coordinate the movements of
multiple articulators while adapting to a wide range of conversational contexts. This coordina-
tion must be flexible but precise, while simultaneously controlling the spatiotemporal patterns
of many articulatory components. It has been proposed that this control is made possible due
to the individual muscles and joints forming a functional unit called a coordinate structure
where the variability in their movements cooperate and compensate in a manner specific to
the speech production task at hand (Kelso et al., 1985). Magnetic resonance imaging (MRI)
studies of typical adults have revealed at least twenty-two different tongue shapes characteristic
of perceptually-correct American English /1/ sound (Tiede et al., 2004). Within those shapes,
there are consistent observations of constrictions in pharyngeal and oral spaces. Thus, there
may be invariant movement parameters for /1/, described as relative tongue part displacement
from one speech segment to the next. We aim to examine how the tongue blade, tongue dor-
sum, and tongue root move relative to each other during the production of /1/. We compared
productions of /ai/ in 30 typical American English adult speakers to productions from 10 chil-
dren with residual /1/ errors. Data were recorded using a Siemens Acuson X300 ultrasound
machine with a head-stabilization unit. Tongue blade, dorsum, and root displacements were
measured using a novel method that tracks the location of local brightness maxima from images
representing /a/ and /1/ production. We identified ranges of relative blade, dorsum and root
displacement associated with normal /ai/ production and found that misarticulating children
showed significantly different displacement of tongue parts compared to adults.

This quantitative description of relative tongue part movements may capture an invariant
parameter that correlates with clinical perceptual ratings of being “closer” and “farther” from
an acceptable /1/ sound, and thus may have clinical utility in treating speech production errors.
Methods that provide objective, quantitative sensory feedback and focus on how tongue parts
are functionally organized as a coordinative structure (rather than on the parts’ independent
movements) may result in motor learning that is more robust to speech contexts outside the
clinical setting. Our method for quantifying tongue displacements is also well suited for de-
veloping simplified, real-time, visual feedback about articulation, which may further enhance
learning and thus intervention effectiveness.
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MUSCLE ACTIVATION PATTERNS IN LABIAL STOP CONSONANTS
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Introduction The goal of this study is to describe precisely orofacial muscle activities during
labial stop consonant production (/p/, /b/), as a function of the vowel context and level of
articulatory effort. This work raises several methodological problems: First, the high mus-
cle density of the lip region raises some concerns with the use of surface electromyography
to investigate lip movements, since there may be some signal crosstalk between the different
pairs of electrodes positioned on different lip muscles. Second, for the production of a labial
stop consonant the lip movement during the closing and opening gestures is crucial for speech
acoustics. We propose to decompose these gestures into several basic phases, lip closing, lip
compression and lip opening, during which the precise muscle coordination will be investigated.

Material & methods Four adult subjects without speech disorders were recorded in labora-
tory conditions while producing the logatoms /lepa/, /leba/, /lepi/, /lebi/, /lepu/ and /lebu/
with 5 levels of articulatory effort. Twelve repetitions of each logatom were recorded for each
level of articulatory effort. Three types of signals were simultaneously recorded : the audio
signal (at 44.1kHz), high-speed images of the lips (at 200Hz) and the EMG signal of 6 different
orofacial muscles recorded at 200Hz with bipolar surface electrodes. The seven pairs of sur-
face electrodes were placed on the superior orbicularis oris (OOS), the inferior orbicularis oris
(OO0I), the zygomatic (ZYG), the buccinator (BUC), the depressor labii inferioris (DLI), the
mentalis (MNT) and the anterior belly of the digastric (DIG).

The external and internal lip contours, extracted from the high speed images, were used
to segment the speech gesture into four time intervals corresponding to 1- lip closing, 2- lip
compression increase, 3- lip compression decrease and 4- lip re-opening. The activity of each
muscle was analyzed during these 4 times intervals, considering the full-wave rectified EMG
signal.

Results Preliminary results suggest that the mentalis plays a major role in the lip closing phase,
while the orbicularis oris is crucial for holding the compression. Simultaneous signals observed
of electrodes informing on agonist/antagonist muscles suggest the existence of co-activation
patterns that will be further investigated. The amplitude of muscle activation depends on the
level of effort in a speaker-dependent way.

Further reading
Lapatki, B. G., Stegeman, D. F., & Jonas, I. E. (2003). A surface EMG electrode for the
simultaneous observation of multiple facial muscles. Journal of neuroscience methods,
123(2), 117-128.
McClean, M. D., & Tasko, S. M. (2003). Association of orofacial muscle activity and movement
during changes in speech rate and intensity. Journal of Speech, Language, and Hearing
Research, 46(6), 1387-1400.
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ARTICULATORY MOTOR CORTEX CONTRIBUTES TO PREDICTIVE
CODING DURING SPEECH PERCEPTION: A COMBINED TMS AND EEG
STUDY

Tatsuya Daikoku2, Riikka Mottonen®
University of Oxford, Ozford, United Kingdom
2Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany

According to a popular hypothesis the brain constantly generates probabilistic predictions of
‘what’ is going to happen in our environment. In the Bayesian framework, the brain gener-
ates multiple predictions that can have different probabilities. The lower the probability of
the sensory input, the greater the prediction error and reaction to the stimulus. This type
of ‘predictive coding’ has been proposed to be important for speech perception and compre-
hension, since speech signals are periodic and show strong regularities. The motor system
plays a central role in predictive coding especially during controlling of actions. During speech
production, the motor cortex controls the movements of different articulators and generates
predictions of sensory consequences of these movements, which are sent to sensory systems
and compared to incoming sensory inputs. It has been suggested that the articulatory motor
cortex also generates predictions during speech perception. However, so far there is no direct
evidence supporting this idea. The main aim of the current study was to investigate whether
the articulatory motor cortex contributes to predictive coding during speech perception. Since
neural rhythms have been proposed to provide a mechanism for sensory predictions, we focused
on oscillatory responses (e.g., Arnal and Giraud, 2012, Trends in Cognitive Sciences). We re-
analyzed a set of four experiments from a combined TMS and EEG study (Mottonen et al.,
2013, Cerebral Cortex). We compared oscillatory responses to the sounds that were highly pre-
dictable (probability = 1.0) with responses to the same sounds when they were less predictable
(probability = 0.1). First, we found that reduction of predictability of phonetic (‘ba’ and ‘ga’)
and acoustic (duration and intensity) content of sounds increased oscillatory power delta (1-4
Hz) and theta (4-8 Hz) bands. Second, we found that TMSinduced disruption of the lip motor
cortex further increased theta power to low-probability ‘ba’ sounds, but not for low-probability
‘da’ sounds. This suggests that predictions for lip-articulated sounds became weaker and less
accurate when the lip motor cortex was disrupted. This effect was highly specific: disruption
of hand motor cortex had no effect on theta responses to low-probability ‘ba’ sounds and the
disruption of the lip motor cortex had no effect on theta responses to reductions in predictabil-
ity of duration and intensity. Our findings provide evidence that the articulatory motor cortex
generates articulator-specific predictions during speech perception and that theta oscillations
provide a mechanism for this predictive coding.
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Cognitive Science, 16, 390- 398.
Mébttonen, R., Dutton, R., Watkins, K.E. (2013) Auditory-Motor processing of speech sounds.
Cereb Cortex, 23, 1190 -1197.
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INFLUENCE OF ALTERED AUDITORY FEEDBACK ON ORAL-NASAL
BALANCE IN SPEAKERS OF BRAZILIAN PORTUGUESE
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Larissa Cristina Berti?, Eliana Maria Gradim Fabbron?, Tim Bressmann'
University of Toronto, Toronto, Canada
2Universidade Estadual Paulista, Marilia, Brazil

Background & Purpose Adaptation studies explore the role of auditory feedback on speech.
The compensatory response is often in the direction opposite to the changed parameter, in-
dicating that auditory feedback mechanisms help the speaker reach a constant motor target.
A prior study built on this research paradigm by exploring the role of auditory feedback in
the regulation of oral-nasal balance in speakers of English. It found increased nasal feedback
led to a reduction of nasality. A decrease in nasal feedback led to a smaller and inconsistent
increase in nasality. The present study repeated the methodology among speakers of Brazilian
Portuguese, whose language includes phonological and phonetic vowel nasalization.

Method Twenty normal speakers of Brazilian Portuguese (10F,10M) wore a Nasometer
headset and headphones. Oral-nasal balance was quantified as a nasalance score. Two addi-
tional microphones were attached to the Nasometer sound separation plate, one for the nasal
sound signal and one for the oral sound signal. The signals from the additional oral and nasal
microphones were fed to a digital multitrack recorder. The participants continuously repeated
two oral-nasal stimuli sentences. The volume level from the nasal microphone was gradually
altered to change the relative loudness of the nasal channel in the mix, so that the speakers
heard themselves as more or less nasal.

Results A repeated measures ANOVA was run for the mean nasalance scores of both stim-
uli by gender across five nasal feedback level conditions (three control, one maximum and one
minimum nasal feedback). There was a significant main effect of nasal feedback level (F(4,72) =
32.10, p < 0.0001) and stimuli (F(1,17) = 48.98, p < 0.0001). There were no other effects. The
maximum condition produced the lowest mean nasalance scores and the minimum condition
had scores higher than two of three control conditions.

Conclusions As with speakers of English, the increased nasal feedback led to a compen-
satory adjustment in the opposite direction, and a lack of nasal feedback led to a smaller and
inconsistent increase in nasalance. This suggests that even in Brazilian Portuguese, a language
with phonological and phonetic vowel nasalization, decreased nasality was not perceived as
critically as increased nasality by the speakers.

References
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MODULATION OF THE SPEECH MOTOR CONTROL NETWORK
THROUGH HIGH-DEFINITION TRANSCRANIAL DIRECT CURRENT
STIMULATION

Dirk-Bart den Ouden, Karim Johari, Keiko Bridwell, Caroline Hayden,
Roozbeh Behroozmand
University of South Carolina, Columbia, United States of America

Introduction Neural interactions between sensorimotor mechanisms play a critical role in
speech motor control, yet the precise nature of these interactions is still poorly understood.
To study these sensorimotor interactions, we applied high-definition transcranial direct current
stimulation (HD-tDCS) to modulate compensatory responses to pitch shifts in voice auditory
feedback. This study was motivated by the prediction that a modulatory effect of neurostim-
ulation would support the use of ventral motor cortex as a potential target region for neural
stimulation therapy in speakers whose speech motor control is impaired, such as patients with
Parkinson’s Disease.

Methods Speech and electroencephalography (EEG) signals were recorded in three groups
(total n=30; 10 per group), before and after HD-tDCS, while subjects maintained steady vowel
vocalizations and received pitch perturbations in their auditory feedback. We recorded partic-
ipants’ vocalizations and measured the amplitude of pitch shifts in response to manipulated
feedback. Two groups received either anodal or cathodal HD-tDCS at 2mA to the left ventral
motor cortex while the third group received sham stimulation at 1mA to adjacent electrodes
on occipital cortex.

Results Results indicated that the magnitude of compensatory vocal responses to down-
ward pitch shifts was significantly reduced following both anodal and cathodal HD-tDCS, with
stronger effects associated with cathodal HD-tDCS. However, no such effect was observed fol-
lowing sham (Group by Stimulation interaction: F(2,27)=4.45, p=0.022). In addition, event-
related potential (ERP) amplitudes time-locked to the pitch perturbations were significantly
increased following anodal and cathodal HD-tDCS, but no such modulation was observed fol-
lowing sham. Source estimation revealed that cathodal HD-tDCS resulted in increased neural
activity in a bilateral network within the inferior parietal lobule (IPL), whereas for anodal
HD-tDCS, this effect was limited to the left IPL.

Discussion & Conclusion These findings suggest that neurostimulation of left ventral mo-
tor cortex modulates sensorimotor mechanisms underlying speech motor control. We propose
that this effect is associated with the increased contribution of feedforward motor mechanisms,
leading to a reduced modulatory effect of feedback perturbations and greater vocal motor sta-
bility during speech. We also suggest that the IPL provides a neural interface for sensorimotor
integration during speech motor control.

Further reading
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RELATIVE PERCEPTUAL WEIGHTING OF PROSODIC CUES: AN
EYE-TRACKING INVESTIGATION
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Introduction Prosody, defined as the planned modulation in pitch, intensity, and duration,
is a critical side-stream component of the speech signal. Aside from signaling contextual or
pragmatic information, prosody is also used by listeners to organize meaning and make stress
judgements, and can thereby affect lexical access in languages such as English, which use stress
to distinguish semantically unrelated homophones. Research into the relative importance of
the abovementioned acoustic dimensions in stress perception has yielded conflicting results, as
have studies aiming to elucidate the trading relationships that exist among these cues.

Methods The present study used eye tracking to assess decision confidence in word-stress
judgements under fully-crossed combinations of prosodic cues differing by successive JNDs
(just-noticeable differences) in each dimension. Twenty native English-speaking adult partici-
pants (6 males, 14 females; mean age 28.1 yrs) with no history of disorders in speech, hearing,
language, or vision were asked to listen to a series of bisyllabic nonsense words in which one
syllable received emphasis in one or more prosodic dimensions. They were then asked to in-
dicate which syllable they perceived as stressed by clicking on the number ‘1" or ‘2. Decision
confidence was evaluated by estimating the proportion of gaze time spent on the screen region
allocated to the number eventually selected. From these measures, trading curves were com-
puted among dimensions by estimating the level-set contours in decision confidence.

Results & discussion The behavioral results of this study (response selections and response
time) support the primacy of pitch and intensity over duration in stress perception. Both of
these dimensions were significantly associated with increased response accuracy (p=0.0030 for
intensity, p<0.0001 for pitch) and decreased response times (p<0.0001 for intensity, p=0.0169
for pitch). Higher relative pitch was also significantly associated with greater response con-
fidence (p=0.0395), and was allocated the greatest weight (0.4855, vs. 0.2417 for duration
and 0.2729 for intensity) when the three dimensions were examined using the acoustic multi-
dimensional prosody index (AMPI). Curiously, cue trading was not observed in the behavioral
responses, but a complex pattern of trading emerged when comparing curves generated from
confidence measures. This pattern, in addition to being nonlinear and nonmonotonic, also
varied significantly by syllable position (p<0.0001). This suggests that the perceptual trading
relationships among the prosodic cues are not only nonlinear, but also context-dependent.

Further reading
Boutsen, F.R. (2003). Prosody: the music of language and speech. The ASHA Leader, 8, 6-8.
Chrabaszcz, A., Winn, M., Lin, C.Y., & Idsardi, W.J. (2014). Acoustic cues to perception of
word stress by English, Mandarin, and Russian speakers. Journal of Speech, Language,
and Hearing Research, 57(4), 1468-1479.
Fry, D.B. (1958). Experiments in the perception of stress. Language and Speech, 1, 126-152.
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TONGUE PALATAL CONTACTS DURING SPEECH PREPARATION IN 7
LANGUAGES
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Pauses before starting to speak are temporal intervals of high cognitive activity. They have
been associated with planning the upcoming speech (Krivokapié¢, 2014). Many psycholinguistic
studies have taken these pause intervals up to the acoustic landmark for speech onset as reaction
time measures (RT) to support or reject psycholinguistic models. A few authors, however, have
pointed out that articulatory motions occur well before this acoustic speech onset, depending
on the respective initial segments (Kawamoto et al., 2008).

We followed these attempts and investigated articulatory behaviour during pauses by us-
ing a large speech production database. Tongue palatal contact patterns were analysed for 45
speakers of 7 languages (6 Turkish, 6 Norwegian, 3 Polish, 2 Bulgarian, 2 Mandarin Chinese,
14 English, 12 German) by means of electropalatography. The experimental design consisted
of a reading task, where speakers had to read target words that were embedded in a carrier
sentence. So far we annotated the acoustic onset of speech (phonation for sonorants, burst
for stops and noise for fricatives) for the first 30 sentences of each speaker. Depending on the
language, the initial segment of the carrier sentence occurring just after the pause, was either
/D, K, 8, h, 0, a, j/. If speakers silently prepared the initial segment during the pause, we would
expect languagespecific differences with a larger amount of tongue palatal contacts for /s, j/
(English, Norwegian) then /p, k/ (Polish, Bulgarian) and /o, a, b/ (Mandarin Chinese, Turk-
ish, German). However, we found two languageindependent patterns: First, the most frequent
pattern (34 speakers) was that speakers moved their tongue from a large percent of contacts at
the palate (75100% PC) to almost no contact (020% PC) before speech onset. Second, speakers
kept the tongue relatively constant throughout the pause with a small amount of contacts. The
large articulatory variations in the first case were interpreted with respect to articulatory ma-
noeuvres for inhalation through the mouth, with breathing noise during the pause. The second
case was interpreted with respect to some rather neutral articulatory position. We suggest
that articulatory motion for speech preparation may not only involve the anticipation of the
upcoming segments, but may also reflect a complex interplay with respiration.
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PERCEPTUAL LEARNING OF SPEECH PRODUCED BY A SPEAKER
WITH DOWN SYNDROME
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Down Syndrome (DS) is a genetic disease involving, among other impairments, a reduction of
speech intelligibility. Although the behavioral phenotype is highly variable in DS, decreased
speech intelligibility is common to all individuals (Kent & Vorperian, 2013). The speech of
people with DS is, among other features, often qualified as dysarthric, although it does not
embrace all the aspects of dysarthria (Kent & Vorperian, 2013). Generally, speakers with
reduced intelligibility are better understood by people familiar with them (family, caregivers;
Kumin, 1994 for DS). Familiarization, through perceptual training, could thus help people
better understand speakers with DS.

Perceptual learning is a listener-oriented means to improve a speakers intelligibility. Studies
show that perceptual learning, through familiarization with the speakers speech, could improve
comprehension of speakers with dysarthria (Borrie, McAuliffe, & Liss, 2012). Familiarization
also improves comprehension for typical speakers with an unfamiliar accent, in particular when
listeners are asked to imitate the speaker during training (Adank et al., 2010). In this context,
our study aims at investigating if familiarization to the speech of a person with DS can improve
its comprehension. In particular, it evaluates if an active imitation of the speaker by the listener
during familiarization improves comprehension. The procedure consists of three experimental
phases: 1. Pre-test phase, to evaluate a baseline of the participants ability to understand the
speaker; 2. Training phase, in which participants hear the speaker with feedback on what
was actually said; 3. Post-test phase, to measure potential improvement in comprehension.
The study involves three groups of participants: 1. Control group: no training phase; 2.
Audition group: participants simply listen to the stimuli during training; 3. Imitation group:
they are instructed to imitate the speaker. The stimuli consist of isolated French words with
varying phonetic features to examine the specificities of perceptual learning as a function of
phonological contrasts. Comparisons between groups make it possible to evaluate both the use
of training in the understanding of speech produced by a speaker with DS and the influence of
motor involvement during training. We will present preliminary results and further perspectives
regarding the role of the motor system in perceptual learning, the role of perceptual learning in
comprehension and listener-based training methods to improve speech intelligibility of people
with DS.

This research has received funding from the European Research Council under the European
Community’s Seventh Framework Programme (FP7/2007-2013 Grant Agreement no.339152-
“Speech Unit(e)s”).
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AGEING EFFECTS ON SPEECH MOTOR CONTROL
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Introduction Ageing is an inevitable natural process which entails changes at several physi-
ological levels, including the central nervous system, the musculoskeletal system, the skeletal
system, the cardiovascular system and the respiratory system. Crucially, increasing age affects
motor control in general, involving a slowing down of, for example, the movements of the limbs
(Brown, 1996). However, very little is known about how ageing affects speech production.
Speech motor control almost exclusively involves fine motor control of the articulators, with
the millimetre precision and split-second timing required to perform this highly complex task.
As in motor control in general, a commonly reported effect of ageing on speech is that the
tempo is slower, leading to a general slowing down of articulation rates (Amerman & Parnell,
1992). However, our knowledge of how ageing affects specific patterns of speech motor control,
such as the coordination patterns within the oral system in the production of consonants and
vowels, is limited by the fact that most studies are primarily based on acoustics. This study
investigates ageing in speech motor control within the framework of Articulatory Phonology
(Browman & Goldstein, 2000) using Electromagnetic Articulography (EMA).

Methods & Results We recorded 6 healthy older subjects (70-80 years old) and 6 healthy
younger speakers (20-30 years old) using EMA (AG 501). Target words with a CV.CV struc-
ture such as <Bina> (labial) and <Dina> (alveolar) were embedded in carrier sentences. We
labelled landmarks of the consonantal and vocalic gestures and analysed parameters within a
mass-spring model such as gestural duration, peak velocity, displacement and stiffness. Pre-
liminary results for two older speakers (age 72, 74) and two younger speakers (age 23, 29)
indicate that differences are not restricted to temporal modifications such as slowing down;
spatial parameters of the oral system are also affected. Density plots for the peak velocity of
the consonantal gesture before it reaches its target for the labial closure for /b/ and the alveolar
closure for /d/ reveal that consonantal gestures in older speakers are slowed down. Further the
results indicated that there is less displacement for older speakers compared younger speakers.

Conclusion Preliminary results shed light on the articulatory modifications of ageing in speech
motor control in the temporal but also in the spatial domain. Thus, an articulatory analysis
provides further insights into the effects of ageing on speech motor control and allows compar-
ison with the effects of ageing on motor control in general.
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CHANGES OF SOMATOSENSORY EVENT-RELATED POTENTIALS
DURING SPEECH PRODUCTION
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Gating of sensory information around the onset of movement is a characteristic of a range of
voluntary behaviors (Chapman, Spidalieri, & Lamarre, 1984). For speech, the amplitude of
auditory cortical potentials is reduced during speech production, the so-called speech induced
suppression (Niziolek, Nagarajan, & Houde, 2013). However, it is unknown whether somatosen-
sory processing (or perception) is also suppressed during speech production. The current study
focused on somatosensory event-related potentials (ERPs) associated with facial skin deforma-
tion and examined whether the somatosensory ERPs are changed during speech production
tasks. Specifically, we investigated changes in the magnitude of somatosensory ERPs during
speech posture with and without voicing together with changes associated with different speech
utterances. We recorded ERPs from 64 scalp sites in response to somatosensory stimulation
associated with facial skin stretch. Participants engaged in; 1) a vowel production task, and,
2) a non-speech task similar in which participants maintain the same posture without voicing.
Three vowels (/a/, /i/, and /u/) were used in both the voicing and posture tasks. Somatosen-
sory ERPs in the six task conditions (3 utterances x 2 voicing tasks) were compared with the
ERPs in a resting, baseline condition. We applied Global field power (GFP) measures to eval-
uate the global tendency of ERPs on the cortical surface. GFP showed two peaks consistently
around 160 ms and 320 ms after somatosensory onset in all seven conditions. The first peak
amplitude was significantly different according to the vowel task, but there were no significant
changes in the second peak. The first peak for the speech utterance, /u/ were reliably smaller
than those in the other two vowel conditions. This was found consistently in both voicing
and posture tasks. Cluster analysis of the temporal pattern of GFP demonstrated significant
reduction of somatosensory GFP in /u/ condition relative to the control condition, while the
other two vowel conditions were not reliably different. The results suggest that the sensitivity
of somatosensory ERP associated with facial skin deformation changes according to the task.
More importantly, there is evidence for a short latency (around 160 ms) gating of somatosen-
sory input during speech. It appears that sensory suppression mechanisms are reflected in both
sensory modalities associated with speech production and for the somatosensory system may
be modulated differently relative to phonetic identity.
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EFFECTS OF EXPOSURE TIME VS. PRACTICE RATE ON SPEECH
AUDITORY-MOTOR ADAPTATION AND DE-ADAPTATION
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Sensorimotor adaptation plays a critical role in learning, maintaining, and refining voluntary
movements. Surprisingly, few research efforts have been directed at uncovering the processes
that occur whenafter a period of sensorimotor adaptationthe feedback alteration or movement
perturbation is removed (de-adaptation). The lack of research attention for de-adaptation
may be related to the fact that subjects behavioral responses gradually return to their pre-
perturbation form, and that this change in behavior is often interpreted as an expected “for-
getting” of newly learned internal models. This interpretation is typically based on the claim
that de-adaptation is a faster process than adaptation. For some tasks, however, the rate of
de-adaptation is not faster than the rate of initial adaptation (Davidson & Wolpert, 2004, for
limb movements; Purcell & Munhall, 2006, for speech production) even though the former
involves re-adjusting movement parameters so that they once again account for sensorimotor
transformations that previously had been experienced for many years. In addition, for limb
movements, de-adaptation can take longer in children than inif de-adaptation represents for-
getting, this result would mean that children have better motor memory retention than adults.
Instead, it may be more likely that de-adaptation itself represents new sensorimotor learning.
Hence, de-adaptation may be better conceptualized as requiring an active re-learning of the
appropriate sensorimotor maps rather than a process of forgetting.

Addressing this question for auditory-motor learning in speech production, we investigated
adaptation and de-adaptation as a function of the number of practice trials versus the amount
of practice time during the corresponding phases of the experiment. For example, fewer tri-
als performed per period of time in the post-exposure phase should lead to faster/increased
de-adaptation if this phenomenon reflects mainly forgetting but to slower and decreased de-
adaptation if the phenomenon reflects active sensorimotor re-learning of the non-perturbed
environment.

Forty adult subjects produced target words in pre-exposure (baseline), exposure (adapta-
tion), and post-exposure (de-adaptation) phases of the experiment. During the exposure phase,
all formants in the real-time auditory feedback signal were shifted 250 cents up. Participants
were randomly assigned to four groups which differed in the rate at which trials were produced
(either 18/min or 6/min) during the adaptation and de-adaptation phases. Presentation of the
findings will focus on the dissociation of effects due to the number of practice trials versus the
amount of practice time and implications for speech motor learning and forgetting. [Funded
by NIH/NIDCD R01DC014510]
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CAN PERCEPTUAL TRAINING ALTER THE ABILITY TO MATCH A
VISUALLY PRESENTED ACOUSTIC TARGET?
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Studies investigating how speakers respond to perturbed auditory feedback have played a major
role in illuminating mechanisms that underlie speech production, but direct clinical applications
of this line of investigation have remained limited. The present study aims to extend the
translational potential of this line of research, focusing on the finding that speech-motor learning
in the context of perturbed auditory feedback can be enhanced when preceded by a period of
auditory-perceptual training (e.g., Lametti et al., 2014). Specifically, we investigate whether a
task of matching targets using visual-acoustic biofeedback (e.g., McAllister Byun & Campbell,
2016) is a more technologically accessible method that could recapture some of the crucial
properties of auditory feedback perturbation. Biofeedback involves an explicit shift to match a
target rather than an implicit shift to compensate for a perturbation, but it may nevertheless
be alterable through perceptual training.

Participants were 40 female native English speakers aged 18-35. Following Lametti et al.
(2014), a synthetic 11-step continuum from /e/ (head) to /&/ (had) was generated to test and
train perception. After a baseline identification task, participants completed training in which
they received feedback to shift the location of the /e/ - /ee/ perceptual boundary. Participants
were randomly assigned to a “head-shift” condition, which encouraged them to identify am-
biguous tokens as had, or a contrasting “had-shift” condition. Participants then completed a
baseline production task and a visual-acoustic biofeedback matching task. Participants were
familiarized with a real-time LPC spectrum of their speech, focusing on the first formant (F1).
They were then instructed to produce the word head while trying to match F1 to a visual target
at a higher (more /a/-like) frequency. This change should be more likely to cross the /e/ -
/ee/ perceptual boundary for the head-shift than the had-shift group. On the hypothesis that
speakers should be less willing to alter vowel production when the output crosses the bound-
ary into another phoneme, we predicted that the had-shift group would be more effective in
matching the visual target. The two groups did not differ significantly in boundary location for
head-had at baseline, but after perceptual training, boundary locations differed significantly in
the predicted direction (all p<.001). In addition, on average, participants significantly shifted
F1 toward the visual target. However, groups did not differ significantly in normalized F1
frequency during and after production training with biofeedback. Theoretical and empirical
explanations for this finding will be discussed.
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HOW FLEXIBLE ARE SPEAKERS’ INTERNAL REPRESENTATIONS OF
THE ARTICULATORY-TO-ACOUSTIC MAPPING?
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Rochet-Capellan and Ostry (2011) show that, within the same experimental session, speakers
adapt their production of the English vowel /e/ to three different auditory shifts of the first
formant (F1). That means that speakers do not correlate the degree of jaw opening with
the vowel highness as they rapidly map and remap different articulatory configurations to the
intended acoustic output. To further investigate the flexibility and potential constraints of
the articulatory-to-acoustic mapping, we conducted a bidirectional perturbation study where
compensatory movements interacted with coarticulatory effects.

Speech of 18 native Russian speakers was acoustically recorded while they were producing
CV syllables which contained the close central unrounded vowel /i/. The second formant (F2) of
the vowel /i/ was perturbed in real-time during the production and fed back to the participants
via insert headphones. In order to encourage participants to produce the target vowel with two
different articulatory configurations, the F2 was shifted upwards on one half of the trials and
downwards on the other half. The trials were presented in random order. The direction of the
perturbation was dependent on the consonant preceding the target vowel (/d/ or /g/) and was
counterbalanced for the place of articulation between the 18 participants. Due to coarticulatory
effects, baseline F2 was expected to be higher for /di/ compared to /gi/. For nine participants,
F2 was decreased in /di/ and increased in /gi/, such that the compensatory movements were
expected to act in the same direction as the coarticulatory effects. In that case, baseline F2
values were expected to drift apart over the duration of the experiment. For the other nine
participants, the perturbation direction was swapped for both syllables, putatively preventing
effective compensation as it would be constrained by the coarticulatory effects and the baseline
F2 values had to cross between the two syllables.

Our analyses show that, by the end of the experiment, participants produced significantly
different F2 values for the two syllables depending on the direction of the perturbation. There
was no compensatory advantage for one of the two experimental groups; the F2 either kept
drifting apart or crossed between the two syllables, but there were inter- and intra-individual
differences in the compensation strategies. We interpret our findings as support for the hypothe-
sis that goals of the speech production are defined in the auditory space, but their achievement
is dependent on “speaker-specific internal representation of articulatory-to-acoustic relation-
ships” (Savariaux et al., 1995).
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Prolonged deprivation of auditory feedback may negatively affect speech production accuracy,
as shown by reports of reduced vowel space, changed formant values and reduced sound con-
trasts for challenging sounds such as sibilants in post-lingually deafened adults, compared to
normal-hearing controls (e.g. Waldstein, 1990; Lane and Webster, 1990). Post-lingually deaf-
ened adults who undergo cochlear implantation have been hypothesized to enter a phase of
retuning of their feed-forward motor commands to account for the restored, altered auditory
feedback (Lane et al., 2007). The present study investigates relatively early changes (two weeks
to three months after cochlear implantation) in speech acoustics due to cochlear implantation.
Nine post-lingually deafened novice CI users read Dutch target words containing the sibilant
sounds /s/ and /[/ and the five vowels [a:, €, i, o, u] during three test sessions: before im-
plantation (T0), directly after implant activation (T1), and approximately three months after
activation of their CI (T2). Their acoustic realizations of the target words were compared
to those of an age and gender-matched control group (also tested three times, with the same
amount of time elapsing between test sessions). Spectral means of the sibilants and vowel for-
mants (F1, F2) were analyzed. Results show that, prior to CI surgery, sibilant contrasts were
diminished and vowel formants showed a centralization tendency for the deafened patients rel-
ative to the control group. After cochlear implantation, formant values were produced more
control-like. Across test sessions, both groups enlarged the sibilant contrast, yet in different
ways. The CI users enlarged the sibilant contrast mainly by lowering the spectral mean of the
post-alveolar sound /[/, whereas the controls heightened the sibilant contrast more symmetri-
cally by increasing spectral means of the /s/ productions as well as decreasing spectral means
for /[/ productions. The CI recipients less symmetrical way to enhance the contrast may be due
to reduced spectral resolution for the high frequencies. Furthermore, among CI users, duration
of hearing loss predicted the amount of change in sibilant contrast after CI activation. The ab-
sence of auditory feedback thus impairs phonemic contrasts for sibilants over time in deafened
participants. Once auditory feedback is available again sibilant contrasts improve immediately,
especially for participants with shorter duration of deafness.
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A MULTIDIMENSIONAL STUDY OF LOUD SPEECH IN GERMAN
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Loudness modulation is a natural part of typical speech production. Loud speech has also
been proposed as a treatment method for certain speech pathologies, e.g., those subsequent
to Parkinsons disease (e.g., Sapir et al., 2007). Clarifying the mechanisms that underlie the
production of loud vs. normal speech is therefore important both for basic speech research and
for evaluating the empirical underpinnings of therapeutic methods. Past work demonstrates
that louder speech may a) be associated with changes across respiratory, laryngeal, and suprala-
ryngeal systems, and b) affect speech over various temporal intervals. Thus, although many
authors have evaluated loudness variation over long epochs such as the breath group, loudness
also impacts the acoustic and articulatory realization of single segments (e.g., Schulman, 1989),
and affects laryngeal function at the level of individual glottal cycles (e.g., Mooshammer, 2010).

Our aim is to take all these levels into account and investigate loud speech on a multidi-
mensional basis across speech tasks. We gathered simultaneous recordings from eleven German
females of acoustics (to analyse f0, duration, intensity, vowel formants), laryngography (to
assess phonation), intraoral pressure (to infer subglottal pressure) and inductance plethysmog-
raphy (to observe abdominal and thoracic volume changes). Loudness variation was elicited
naturalistically in reading, question-answer tasks, and interactions with an interlocutor. In
carlier analyses, we observed considerable variation in formant frequency changes as a function
of loudness across tasks, speakers, and vowel types. Here we focus on the respiratory, aero-
dynamic, and laryngeal measures to quantify the degree to which they a) vary across tasks
and speakers, and b) correlate with each other, positively or negatively. Do some speakers rely
more on laryngeal than supralaryngeal mechanisms when producing loud speech? Do speakers
with more extreme supralaryngeal variation do likewise for breathing and laryngeal contact?
Do results based on read speech, one of the most common experimental paradigms, generalize
to spontaneous speech? Having a fuller picture of loudness modulation in typical speakers may
ultimately provide some insight into individual variation in treatment efficacy for loud speech
approaches.
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PERCEPTION-PRODUCTION LINK IN ENGLISH LEXICAL STRESS
ACQUISITION AMONG HONG KONG CANTONESE LEARNERS OF
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The present study investigated the link between perception and production in English lexical
stress acquisition by Hong Kong Cantonese learners of English (CS) through examining FO,
intensity and duration. The majority of perception-production studies on segmental instead of
suprasegmental features, and on Mandarin instead of Cantonese learners suggested the need
for this study, as an attempt to to verify the main cue connecting tone and stress.

To address the issue, three experiments were carried out: (1) an acoustic experiment exam-
ining production of seven disyllabic English noun-verb pairs, (2) a perceptual experiment in the
form of a listening evaluation test of (1), and (3) a perception experiment with manipulation of
FO0, intensity and duration of a disyllabic English noun-verb pair (Lai & Ng, 2015). Twenty-two
CS (11 highly proficient, HCS, and 11 less proficient, LCS), with 14 native English speakers
(NS) serving as controls, were recruited for Experiment 1, and FO (Hz), intensity (dB) and
duration (ms) values were analysed from their productions. In Experiment 2, 13 NS, with 30
CS serving as controls, were recruited to listen to the CS tokens produced in Experiment 1 and
to perform noun-verb distinction and provide acceptability ratings. 42 CS, with seven control
NS, participated in Experiment 3 and performed noun-verb distinction.

The findings revealed that CS tended to rely on FO but neglected intensity in both the
production and perception of English lexical stress, as compared to NS, suggesting a possible
perception-production link and L1 influence models (Lai & Ng, 2014). In addition, the overuse
of FO and proper use of intensity and duration by HCS compared to LCS suggested the impact
of L2 proficiencies. The above appeared to support Motor Theory with a specialised perception-
production module proposed. While Perceptual Assimilation Model explained the assimilation
English lexical stress and non-stress contrast, Speech Learning Model and Native Language
Model accounted for the warped perceptual space. With reference to Attention-to-Dimension
Models, explicit teaching or audio-visual training may redirect HCSs attention from FO to the
other cues and LCSs attention to intensity and duration.

Vowel quality was suggested as an additional cue for investigation in future studies. Yet,
the present findings inspire more effective regimens in teaching English lexical stress and future
studies on the acquisition of English speech suprasegmentals such as rhythm and intonation.
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TESTING THEORETICAL MODELS OF INTER-SPEAKER COORDINATION
BY USING A HUMAN DYNAMICAL CLAMP
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In order to compare two different accounts of inter-speaker coordination, we use an artificial
agent (AA) that behaves as a human dynamical clamp (Dumas et al., 2014) by adapting in
real time its behaviour to that a human speaker (HS) during the simultaneous repetition of
simple speech utterances. According to theoretical models based on prediction (e.g.: Picker-
ing and Garrod, 1013), to anticipate their interlocutors behaviour, speakers adapt the forward
models used to control their own speech production. This parameterization results in a ten-
dency to imitate their partners behaviour each time they engage in a conversation. If however,
the sensorimotor systems of speakers in conversation are coupled as subsystems of a complex
dynamical system, coordination may not require that each speaker predicts his/her interlocu-
tors behaviour (cf. Stepp and Turvey, 2010). Moreover, by propagating across time scales
and levels of activity, coordination can constrain the behaviour of the individual sensorimotor
systems and induce behavioural matching, if this favours the specific coordinative patterns pro-
duced. To test these predictions, we asked 10 Italian speakers to repeat without interruptions
the utterance /topkop/ simultaneously with the AA during 12 seconds. In some uninterrupted
sequences, the AA was parameterized to cooperate with the HS in producing its syllables si-
multaneously (in-phase) with those produced by the HS. In these sequences, both theoretical
approaches predict some degree of imitation. In other sequences, the AA was parameterized
to produce its syllables in-between those produced by the HS (in anti-phase). Since HSs spon-
taneously tend toward in-phase coordination, in these sequences the two partners compete to
impose different coordinative relations. If in competitive interactions imitation does not favour
coordination, accounts based on dynamical coupling would predict a lower degree of imitation
with respect to cooperative interactions. In order to facilitate the quantification of imitation,
we varied the prosody of the AAs utterances from one sequence to the other. We found that,
in line with models based on prediction, speakers tend to imitate the AAs f0 during both kinds
of interaction, with no significant differences between the conditions. However, in coopera-
tive interactions we observed a positive correlation between the degree of imitation and the
stability of inter-partner coordination. Therefore, given appropriate conditions, inter-speaker
coordination can spread through time scales and levels of activity favoring behavioral matching.
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AUDITORY FEEDBACK, MOTOR PREDICTION AND SENSORY GOAL IN
LEARNING NON-NATIVE SPEECH SOUNDS: EVIDENCE FROM ADULT
MANDARIN CHINESE SPEAKERS
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In speech acquisition, three factorsauditory feedback, motor prediction and sensory goalcollec-
tively contribute to the development and maintenance of accurate speech production (Guenther,
1995; Hickock, 2012). However, it remains unclear how the three factors interact in learning
non-native speech sounds, especially by adults whose native language and dialect are already
well established. The present study investigates the relation among auditory feedback, motor
prediction and sensory goal in speech acquisition by examining adult Mandarin Chinese speak-
ers learning of two types of non-native speech sounds: German vowel /6/ and Tianjin Tone 1.
German vowel /6/ is a novel speech sound that does not exist in Mandarin vowel inventory.
Tianjin Tone 1 is close to but still distinct from Mandarin Tone 4 in perception and production,
making it characteristic of Tianjin dialect which is a variation of Mandarin Chinese. In this
study, Mandarin speakers without prior knowledge of German and Tianjin dialect learned the
two types of sounds under two conditions: with auditory feedback (unmasked condition) or
feedback masked with noise (masked condition). The results, revealed by acoustic differences
between the learned and target speech, showed that learning German vowel /6/ was better
in the unmasked condition than the masked condition; whereas learning Tianjin Tone 1 was
equally bad in both masked and unmasked conditions. These results suggest that without audi-
tory feedback, motor prediction and sensory goal alone are not sufficient for controlling speech
production deviance when learning nonnative sounds that do not exist in ones native speech
repertoire (e.g., German vowel /6/). On the other hand, auditory feedback is not always effec-
tive, especially if the novel speech target (e.g., Tianjin Tone 1) is in perception and production
similar to an existing sound in ones native speech inventory. Together, these findings imply
a weighted contribution of auditory feedback, motor prediction and sensory goal to learning
different types of non-native speech sounds by adults.
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TONGUE- AND JAW SPECIFIC CONTRIBUTIONS TO INCREASED
VOWEL ACOUSTIC CONTRAST IN RESPONSE TO SLOW, LOUD, AND
CLEAR SPEECH
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Purpose Although it is well-known that slow, loud, and clear speech elicit increases in acous-
tic vowel contrast, articulator-specific changes in response to these speech modifications and
their relative contributions to the increase in acoustic vowel contrast remain poorly understood.
Based on previous kinematic findings, this study sought to test the hypothesis that increases in
acoustic vowel contrast associated with slow speech are predominantly tongue-driven whereas
those associated with loud speech are predominantly jaw-driven. Finally, increases in acoustic
vowel contrast during clear speech were expected to be tongue- and jaw-driven.

Method Twenty typical talkers (18-28 years old, 9 males, 11 females) participated in the
study. Speech kinematic data was recorded using 3D electromagnetic articulography (AG501).
All data was corrected for head movements, re-expressed relative to an anatomically-based co-
ordinate system, and low pass filtered. Posterior tongue movements (recorded approx. 4cm
from tongue tip) and jaw movements (recorded at the front central incisors) were of interest in
this study. Participants repeated the phrase “See a kite again” five times using typical speech,
then five times at slow speech, loud speech, and clear speech. The onset and offset of the target
/ai/ in “kite” were defined by the positional extrema of the posterior tongue sensor in the
vertical dimension. 3D positions of the jaw sensor and posterior tongue sensor were extracted
at the defined onset and offset and the 3D Euclidean distance between onset and offset was
calculated for each articulator. A decoupling algorithm (a modified version of Westbury et
al., 2002) was applied to the posterior tongue distance measure to determine displacements of
the decoupled tongue and the jaw (at the posterior location). In the acoustic domain, the F2
minimum during /a/ and the F2 maximum during /i/ and their corresponding F1 values were
extracted to calculate acoustic vowel contrast in F1-F2 vowel space.

Results & Conclusions Findings of linear regression analyses supported the hypotheses for
clear and slow speech. That is, during slow speech increases in acoustic vowel contrast were
predominantly tongue-driven whereas during clear speech increases in acoustic vowel contrast
were driven by both, the tongue and jaw. However, contrary to our hypothesis, jaw displace-
ment changes during loud speech accounted for a much lower percentage of the variance in
acoustic vowel contrast than tongue displacement changes. Findings will be discussed within
the context of previous kinematic and acoustic studies and with regards to their clinical impli-
cations for treatments.
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THE EFFECT OF AUDITORY DELAY ON AUDITORY MOTOR LEARNING
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Adaptive learning of motor behavior using a perturbed sensory feedback paradigm assumes
that the motor control system processes the perturbed feedback is self-generated. One fac-
tor that may play a crucial role for assessing the feedback is self-generated is its temporal
(in)congruence to the causal action. The importance of this factor for auditory motor learning
was demonstrated by a recent work by Max and Maffett (2015). In their study, an auditory
delay of 100 ms eliminated compensatory production in response to perturbed formants. It was
postulated that speech motor control system rejected the delayed feedback as self-generated. In
the present study, we examined whether the effect of auditory delay on auditory motor learning
would depend on types of formant perturbation used. Instead of perturbing all formants as Max
and Maffetts study, only the first formant of auditory feedback was perturbed, while systemat-
ically delaying auditory delay. This perturbation changed only perceived jaw openness of the
vowel being produced (e.g., Traunmiiller, 1981; Fahey et al., 1996); thus, it was speculated that
auditory error induced by this perturbation might be easier for the control system to map onto
articulatory correction. Our results showed a small yet significant adaptation even with 100 ms
of auditory delay, contrary to the past report. We concluded that tolerance of auditory delay
is not fixed but it depends on the ease and/or feasibility of the correction estimates that the
control system processes. Moreover, we found that auditory motor learning had a linear-inverse
relationship with auditory delay, such that as auditory delay decreased, larger compensatory
formant production was observed. It is speculated that undelayed and unperturbed somatosen-
sory feedback may be given more preference as auditory delay increases.
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ACOUSTIC AND NEURAL MEASURES OF SPEECH ERROR DETECTION
AND CORRECTION IN PERSONS WITH APHASIA
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Recent neuroimaging research in healthy speakers suggests that the auditory system constantly
monitors its own speech for small deviations from intended speech sounds, and that successful
monitoring may drive an unconscious correction of these deviations before they are realized
as errors (Niziolek, Nagarajan, & Houde, 2013). Phonemic errors of this sort are a hallmark
of speech in persons with aphasia (PWA), and are often accompanied by abnormalities in
perception and feedback processing (Chapin, Blumstein, Meissner, & Boller, 1981; Robson,
Grube, Lambon Ralph, Griffiths, & Sage, 2013). Here, we investigated the hypothesis that
speech errors in aphasia coincide with impairments in using feedback to correct speech acoustics
online.

Ten PWA and ten age-matched controls took part in a magnetoencephalography (MEG)
study to measure auditory sensitivity to self-produced acoustic variability. Participants pro-
duced 200 repetitions of three monosyllabic words (“eat”, “Ed”, “add”) while neural activ-
ity was recorded. This “speak” condition was interleaved with a “listen” condition in which
recorded audio from the speak trials was played back to participants through earphones. We
considered two measures of feedback control: detection, the cortical sensitivity to acoustic
deviations in ones own speech, and correction, the extent to which these deviations are behav-
iorally corrected online. First and second formant trajectories were calculated to determine the
deviation of each trial from the 2D formant median. Detection was defined as a differential
modulation of the auditory M100 response for large (vs. small) deviations from typical vowel
acoustics. Correction was defined as formant movement toward the median over the time course
of the syllable, lessening acoustic deviation.

Evidence for detection of self-produced acoustic deviations was found in both controls and
PWA. In controls, neural activity was consistently modulated by acoustic deviation only in
the left hemisphere. In contrast, PWA showed only weak activation of left auditory regions,
but right hemisphere activity was modulated by acoustic deviation. Behavioral correction was
also largely intact: PWA had greater acoustic variability than controls at vowel onset, but
both groups exhibited vowel centering, significantly decreasing variability over the course of
the syllable. These analyses suggest that online feedback correction mechanisms are at work in
person with aphasia, partially compensating for feedforward production deficits.
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OROFACIAL SOMATOSENSORY INPUTS MODULATE PERCEPTUAL
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Orofacial somatosensory input during listening to speech changes speech perception in a man-
ner that is consistent with the direction of the stimulation (Ito, Tiede, & Ostry, 2009). One
interpretation of the link between somatosensory and auditory system is that the somatosen-
sory input may tune auditory representations during speech motor learning. The present study
tested this prediction by examining whether somatosensory input during speech motor learning
modulates speech perception associated with altered auditory feedback. Native speakers of
American English participated in a speech motor adaptation study in which perceptual dis-
crimination was assessed before and after speech motor adaptation (Shiller, Sato, Gracco, &
Baum, 2009) with and without additional somatosensory stimulation. We examined changes
in perception and production in /sh/-/s/ utterances in which horizontal lip motion contrasts
between the two phonemes. Subjects repeated the phrase a shed and altered-auditory feedback
changed the spectral centroid on-line to sound more like /s/. Auditory feedback was accompa-
nied by either; 1) somatosensory stimulation in the forward direction (ASF); 2) stimulation in
the backward direction (ASB); or 3) no stimulation (A). We also included a no perturbation
(control) condition. Adaptation was quantified as changes in the spectral centroid frequency of
the produced /sh/ sounds. Before and after the altered feedback conditions, phoneme identifi-
cation tests were carried out to characterize the boundary between each subjects /s/ and /sh/
categories. The identification test employed a set of acoustic continuum from /s/ to /sh/. The
thresholds prior and post speech adaptation were compared to quantify the perceptual shift
due to the training. The three groups (ASF, ASB and A) showed similar adaptation effects
regardless of the additional somatosensory stimulation. However, the phoneme identification
revealed that the perceptual shift due to the speech training with the backward stretch (ASB)
was different from the other two conditions with altered auditory feedback (ASF and A). While
the two conditions (ASF and A) showed the reliable perceptual shifts, the shift associated
with ASB was eliminated and was similar to the control condition. The findings indicate that
somatosensory input during speech motor learning is capable of modulating perceptual repre-
sentations and that somatosensation during speech motor development may be a key element
in both establishing and tuning the representations for speech.
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RECRUITMENT OF THE ARTICULATORY MOTOR CORTEX DURING
SPEECH PERCEPTION IN OLDER ADULTS

Muriel T.N. Panouilleres, Riikka Mottonen
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Speech perception is effortless for young adults, but older adults have often difficulties to un-
derstand speech. It has been suggested that the decrease in speech perception skills is a general
feature of ageing that would be mostly related to the brain senescence (Wong et al., 2009). The
articulatory motor cortex has been shown to interact with the auditory cortex during speech
processing and to contribute to speech perception in young adults (Méttonen & Watkins, 2012).
We hypothesized that changes in the recruitment of the motor cortex could be related to the
difficulties in perceiving speech in older adults. Here, we investigated the effects of aging and
hearing loss on the recruitment of the articulatory motor cortex during listening to speech
in noise. We used Transcranial Magnetic Stimulation (TMS) to evaluate the excitability of
the articulatory motor cortex when listening to speech in 18 young adults (21.9 £ 2.9 years
old) and 21 older adults (68.7 + 3.2 years old). Single-pulse TMS was applied to the tongue
representation in the left primary motor cortex, eliciting motor evoked potentials (MEPs) in
the tongue muscle, while participants listened to sentences with and without noise, speech-
spectrum signal-correlated noise and white noise. As a control, TMS was also applied to the
hand representation in the left primary motor cortex in each participant. We also assessed
hearing abilities in both ears using pure-tone audiometry and speech-in-noise perception using
the Quick Speech-In-Noise test in each participant. Eleven older adults had mild to moderate
hearing loss at the speech frequencies (250 Hz to 4KHz) while the 10 had normal hearing. Our
MEP results show that the excitability of the tongue motor cortex was enhanced when listening
to speech with and without noise in young and older adults with normal hearing. However, the
older adults with hearing loss did not show any increase in the tongue MEPs size when listening
to speech. Moreover, there was a correlation in the older adults group between the ability to
perceive speech-in-noise and the facilitation of the tongue motor cortex, demonstrating that
the older adults with difficulties in perceiving speech in noise show the lowest facilitation of
the tongue motor cortex. Our results demonstrate that the older adults with hearing loss and
speech perception difficulties do not recruit the articulatory motor cortex to the same extent
as older adults with normal hearing and speech perception.
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REWARD LEARNING IN SPEECH

Benjamin Parrell
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There are two established pathways for motor learning. In sensorimotor learning, differences
between expected and perceived sensory outcomes of actions (sensory error) drives recalibration
of motor commands to realign these signals. In reinforcement learning, reward (positive or
negative) drives alterations of behavior without changing the relationship between actions and
sensory consequences. In speech research, sensorimotor learning has received the vast majority
of attention, and it is well established that people adapt to consistent perturbations of auditory
feedback [e.g. Houde and Jordan, 1998]. However, the ability of speakers to alter their behavior
in response to reward has not been established. Despite this lack of experimental evidence, a
number of recent models of infant speech acquisition rely on reinforcement learning [e.g. Howard
and Messum, 2011; Warlaumont and Finnegan, 2016].

Two experiments were conducted to examine the ability of external reinforcement to change
speech behavior in healthy adults. Each experiment started with a baseline phase where par-
ticipants read a set of monosyllabic words with the vowel /e/ and their average F1 (i) was
measured. A test phase followed, where participants again read words with /e/. Productions
with an F1 between pgi-10 and pupi-110 were positively rewarded with +10 points. Productions
outside this range were negatively rewarded with -10 points. Participants were instructed that
their goal was to get the most points possible. A washout phase followed the test phase, where
the reward was removed.

In experiment 1, participants heard their own voice while speaking. Positive rewards were
accompanied by a chime sound; negative rewards, by spoken productions of the target word,
with the vowel replaced with either [1] or [e]. In Experiment 2, masking noise blocked auditory
feedback. Negative rewards were similar to Experiment 1. Positive rewards were the partici-
pants own production of the target word from the baseline phase, with F1 shifted by - 60 Hz
to the mean of the reward zone.

In both experiments, roughly 2/3 of participants were able to learn from the feedback, low-
ering their produced F1 so that it fell in the rewarded zone. This change persisted throughout
the entire 100-trial washout phase, unlike the return to baseline seen in sensorimotor learn-
ing studies. We found that no participants adopted an appropriate explicit strategy beyond
“speakling] clearly.” Together, these results suggest that reward learning in speech can occur
without conscious awareness and regardless of the presence sensory information, and may lead
to long-lasting changes to speech motor behavior.
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ARTICULATORY INTER-PAUSAL BEHAVIOR
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During silent pauses speakers plan subsequent utterances on different levels. Phonetically,
preparation involves breathing activity and the movement towards the post-pausal segments
e.g. (Ramanarayanan et al., 2009). There are only a few studies investigating articulatory
motion during pauses (Schaeffler et al., 2008; Ramanarayanan et al., 2009; Scobbie et al., 2011)
and their results providing a rather inconsistent picture. It has been shown that some speakers
press their tongue against the palate during pauses, others do not move their articulators until
the next segment. Independently of this speaker-specific variation, the articulatory preparation
for an upcoming segment always starts earlier than the acoustically onset. As for reaction
time measures, this fact has been largely ignored for measuring of pause duration, which are
generally based on the acoustical measurements.

The present study focuses on the articulatory behavior during silent pauses between two
prosodic phrases (IP) in a reading situation. We investigated the differences between acousti-
cally and articulatory onsets, i.e. how far in advance speakers start moving their articulators.
Posture variation during the pauses between speakers as well as correlations between move-
ment amplitude and pause duration were analyzed in order to gain further insights into motor
planning process during silent pauses.

Eight native German speakers have been recorded in a sound proof cabin by means of EMA
(AG 501, Carstens Electronics). The last segment of the first IP were alveolars (/t/, /n/) and
bilabial /m/ and the first segment of the second IP was the vowel /a/. Tongue back and lower
lip movement data were analyzed for post-pausal onsets, i.e. the opening gesture towards the
vowel as well for acoustically onset and offsets of pauses. First results show that acoustically
measured pause duration is consistently overestimating planning time because it includes the
first post-boundary gesture. They also provide insights in inter-speaker variation of articulatory
behavior during pauses.

References

Ramanarayanan, V., Bresch, E., Byrd, D., Goldstein, L., & Narayanan, S. S. (2009). Analysis
of pausing behavior in spontaneous speech using real-time magnetic resonance imaging
of articulation. JASA, 126(5), 160-165.

Schaeffler, S., Scobbie, J. M., & Mennen, I. (2008). An evaluation of inter-speech postures for
the study of Language specific articulatory settings. Proc. of the 8th ISSP Strasboury,
121-124.

Scobbie, J.M., Schaeffler, S. & Mennen, I. (2011). Audible aspects of speech preparation. In
Proc. of the ICPhS (Hong Kong), 1782-1785.



THOUGHT - ACTION - PERCEPTION - SENSORIMOTOR III 69
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One potential problem for efficient motor learning arises when movement-related feedback is
delayed. It is known that perceiving the consequences of ones own actions with a delay results
in the sensory information being processed similar to externally-generated, rather than self-
generated, sensory input (Blakemore et al., 2000). In the present study, we follow up on a
recent study by Max & Maffett (2015) in 